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Overview

Agisoft Metashape is a stand-al one software product that performs photogrammetric processing of digital
images (aerial and close-range photography, satellite imagery) and generates 3D spatial data to be used
in GIS applications, cultural heritage documentation, and visual effects production as well as for indirect
measurements of objects of various scales.

The software alows to process images from RGB, thermal or multispectral cameras, including multi-
camerasystems, into the spatial information in the form of dense point clouds, textured polygonal models,
georeferenced true orthomosaics and DSMs/DTMs. Further post-processing enables to eliminate shadows
and texture artifacts from the models, calculate vegetation indices and extract information for farming
equipment action maps, automatically classify dense point clouds, etc. Metashapeis capabl e of processing
of 50 000+ photos across alocal cluster, thanksto distributed processing functionality. Alternatively, the
project can be sent to the cloud to minimize hardware investment, with all the processing options being still
available. Wisely implemented digital photogrammetry technique enforced with computer vision methods
results in smart automated processing system that, on the one hand, can be managed by a new-comer
in the field of photogrammetry, yet, on the other hand, has a lot to offer to a specialist who can benefit
from advanced features like stereoscopic mode and have complete control over the results accuracy, with
detailed report being generated at the end of processing.

How it works

Typical tasks for a photogrammetry processing project in Metashape are to build a 3D surface and an
orthomosaic. Imagery data processing procedure with Agisoft Metashape consists of three main steps.

1. The first step is called alignment. It includes aeria triangulation (AT) and bundle block adjustment
(BBA). At this stage Metashape searches for feature points on the images and matches them across
images into tie points. The program aso finds the position of the camera for each image and
refines camera calibration parameters (estimates internal (10) and external (EO) camera orientation
parameters).

The results of these procedures are visualized in the form of a sparse point cloud and a set of camera
positions. The sparse point cloud represents the results of image alignment and will not be directly used
in further processing (except for the sparse point cloud based surface reconstruction method, which
is suitable only for quick estimates, e.g., of completeness of a data set). (BUtithelsparseipointicloud
is necessary for the determination of depth maps (based on the sparse cloud selected stereo pairs).
However it can be exported for further usage in external programs. For instance, a sparse point cloud
model can be used in a3D editor asareference. On the contrary, the set of camera positionsisrequired
for further 3D surface reconstruction by Metashape.

2. The second step is generation of asurfacein 3D (mesh) and/or 2.5D (DEM). Polygonal model (mesh)
can be textured for photorealistic digital representation of the object/scene and exported in numerous
formats compatible with post-processing software, both for CAD and 3D-modeling workflows.

For city-scale projectsto provide for fast model visualization response and allow for smooth navigation
across the whole scene, Metashape enables to generate tiled models. Such hierarchical representation
preserves original resolution of the images applied to the model as a texture and is compatible with
stand-al one and web-based viewers.

Dense point cloud can be built by Metashape based on the estimated camera positions and images
themselves (dense stereo matching). Generated photogrammetric point cloud can be merged with
LIDAR data or automatically divided into several semantic classes following the project tasks.
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Overview

If the digital elevation model (DEM) is generated based on the dense point cloud data, it can include
either both terrain and all the objects above the ground, like trees, buildings and other man-made
structures (digital surface model, DSM), or only show the landscape of the territory (digital terrain
model, DTM).

3. The third step is creating of Orthomosaic, which can be georeferenced and used as a base layer for
varioustypes of maps and further post processing analysis and vectorization. Orthomosaic is generated
by projecting theimages according to their EOQ/IO data on a surface of the user's choice: DEM or mesh.

For multispectral imagery projects, orthomosaic can represent NDVI and other vegetation indices
information. Reflectance calibration feature of Metashape allows to correctly interpret radiometric
imagery data, providing that radiometric panel has been used in the project and/or sun sensor
information is available in the images meta data.

About the manual

Basically, the sequence of actions described above covers most of the data processing needs. All these
operations are carried out automatically according to the parameters set by user. Instructions on how to
get through these operations and descriptions of the parameters controlling each step are given in the
corresponding sections of the Chapter 3, General workflow chapter of the manual.

In some cases, however, additional actions may be required to get the desired results. In some capturing
scenarios masking of certain regions of the photos may be required to exclude them from the cal cul ations.
Application of masksin Metashape processing workflow aswell as editing options available are described
in Chapter 6, Editing. Camera calibration issues are discussed in Chapter 4, Referencing, that also
describes functionality to optimize cameraalignment results and provides guidance on model referencing.
A referenced model, be it amesh or aDEM serves as a ground for measurements. Area, volume, profile
measurement procedures are tackled in Chapter 5, Measurements, which also includes information on
vegetation indices cal culations. While Chapter 7, Automation describes opportunitiesto save up on manual
intervention to the processing workflow, Local network processing presents guidelines on how to organize
distributed processing of the imagery data on several nodes.

It can take up quite along time to reconstruct a 3D model. Metashape allows to export obtained results
and save intermediate datain aform of project files at any stage of the process. If you are not familiar with
the concept of projects, its brief description is given at the end of the Chapter 3, General workflow.

In the manual you can aso find instructions on the Metashape installation and activation procedures and
basic rules for taking "good" photographs, i.e. pictures that provide most necessary information for 3D
reconstruction. For theinformation refer to Chapter 1, I nstallation and Activation and Chapter 2, Capturing
scenarios.

Vi



Chapter 1. Installation and Activation

System requirements

Minimal configuration

» Windows 7 SP 1 or later (64bit), Mac OS X High'Sierraior later, Debian/Ubuntu with GLIBC 2.13+
(64 bit)

* Intel Core 2 Duo processor or equivalent

* 4GB of RAM

Recommended configuration

» Windows7 SP1 or later (64 bit), Mac OS X Mojave or later, Debian/Ubuntu with GLIBC 2.13+ (64 hit)
¢ Intel Corei7 or AMD Ryzen 7 processor

» Discrete NVIDIA or AMD GPU

* 32GB of RAM

The number of photos that can be processed by Metashape depends on the available RAM and
reconstruction parameters used. Assuming that a single photo resolution is of the order of 10 MPix, 4 GB
RAM is sufficient to make a model based on 30 to 50 photos. 16 GB RAM will alow to process up to
300-400 photographs.

GPU recommendations

Metashape supports accelerated image matching; depth maps reconstruction; depth maps based mesh,
DEM and tiled model generation; texture blending; photoconsistent mesh refinement operation due to the
graphics hardware (GPU) explaiting.

NVIDIA
GeForce GTX 6xx series and later with CUDA support.

AMD
Radeon R9 series and later with OpenCL 1.1 support.

Metashape is likely to be able to utilize processing power of any CUDA enabled device with compute
capability 2.0 and higher or OpenCL 1.1 and higher enabled device with SPIR support for stages specified
above, provided that CUDA/OpenCL drivers for the device are properly installed. However, because of
the large number of various combinations of video chips, driver versions and operating systems, Agisoft
is unable to test and guarantee M etashape's compatibility with every device and on every platform.

The processing performance of the GPU device is mainly related to the number of CUDA cores for
NVIDIA video chipsand the number of shader processor unitsfor AMD and Intel video chips. Additionally
depth maps based mesh, DEM and tiled model reconstruction aswell as photoconsistent mesh refinement
operations and texture blending would benefit from larger amount of VRAM available.
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Installation and Activation

Thetable below lists currently supported devices (on Windows platform only). Agisoft will pay particular
attention to possible problems with Metashape running on these devices.

Table 1.1. Supported Desktop GPUs on Windows platform

NVIDIA AMD

GeForce RTX 3080 Radeon RX16800
GeForceRTX#2080 Ti RadeonV ||
TeslaV100 Radeon RX 5700 XT
TedaM60 Radeon RX Vega 64
Quadro P6000 Radeon RX Vega 56
Quadro M6000 Radeon Pro WX 7100
GeForce TITAN X Radeon RX 580
GeForce GTX 1080 Ti FirePro W9100
GeForce GTX TITAN X Radeon R9 390x
GeForce GTX 980 Ti Radeon R9 290x

GeForce GTX TITAN
GeForce GTX 780,

M etashape supports texture blending on GPU using V ulkan technology on Linux and Windows OS. GPU
accelerated texture blending is currently supported for frameandfisheyetypecameras on NVIDIA cards
since GeForce GTX @XX» Quadro M4000 and driver versions from 435.xx and on AMD cards since
Radeon R9 29x series / FirePro W9100 and 17.1.x drivers. Some older GPUs @ndiolderidriverversions
could also support texture blending using VVulkan, however, it is hot guaranteed.

Although Metashape is supposed to be able to utilize other compatible GPU models and being run under
a different operating system, Agisoft does not guarantee that it will work correctly. However, al GPU-
based processing issues should be reported to Agisoft support team for more detailed investigation.

4 Note

e Use CPU enable flag to allow calculations both on CPU and GPU for GPU-supported tasks.
However if at least one powerful discrete GPU is used it is recommended to disable CPU flag
for stable and rapid processing.

» Using GPU acceleration with mobile or integrated graphics video chips is not recommended
because of the low performance of such GPUs.

» CUDA supported devicesfor someolder Mac OS X versionsmay requiretoinstall CUDA drivers
from official web-site first: http://www.nvidia.com/object/mac-driver-archive.html.

Duetolack of CUDA support on certain Mac OS X versions M etashapewill automatically switch
to OpenCL implementation for GPU-based processing on NVIDIA graphic devices.

Installation procedure

Installing Metashape on Microsoft Windows

To install Metashape on Microsoft Windows simply run the downloaded msi file and follow the
instructions.
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Installing Metashape on Mac OS X

Open the downloaded dmg image and drag M etashape application bundle to the desired location on your
hard drive (for example, to Applications folder. Do not run Metashape directly from the dmg image to
avoid issues on license activation step.

Installing Metashape on Debian/Ubuntu

Unpack the downl oaded archive with aprogram distribution kit to the desired location on your hard drive.
Start Metashape by running metashape.sh script from the program folder.

30-day trial and demo mode

Once Metashape is downloaded and installed on your computer you can run it either in the Demo mode or
in the full function mode. On every start until alicense key sequenceis entered it will show on activation
dialog offering three options: (1) activate Metashape using a valid license code, (2) start a free 30-day
trial, (3) continue using Metashape in Demo mode. Starting a 30-day trial period allows to evaluate the
functionality of the program and explore the software in full-function mode, including save and export
features. Trial license is intended to be used for evaluation purposes only and any commercial use of a
trial licenseis prohibited.

If you are not ready yet to start the trial period, you can opt for the Demo mode. The employment of
Metashape in the Demo mode is not time limited. Several functions, however, are not available in the
Demo mode. These functions are the following:

* saveithe project;

* build tiled model;

* build orthomosaic;

* build digital elevation model (DEM);

e DEM and orthomosaic related features (such as vegetation index calculation, DEM-based
measurements);

» some Python APl commands;

« al export features, including exporting reconstruction results (you can only view a 3D model on the
screen);

 using network and cloud processing features.

To use Metashape in the full function mode for various projects you have to purchase a license. On
purchasing you will get a license code to be entered into the activation dialog of Metashape. Once the
license code is entered you will get full access to all functions of the program and the activation dialog
will no longer appear upon program start, unless the license is deactivated.

Activation procedure

Metashape node-locked license activation

The Node-locked license for Metashape allows to activate the software on one machine at atime. Node-
locked licensefiles are unique for each computer, and aretied to the system hardware. If you areto replace



比較 : 置換�
テキスト
[旧 テキスト] :"saving"

[新 テキスト] :"save"


Installation and Activation

major system components or re-install operational system, the license should be deactivated first and then
the same key could be used to activate the license on the renewed system.

4 Note

¢ The node-locked license activation on Windows OS and Mac OSXemay require administrator
privileges. During the activation process additiona confirmation dialog will appear to apply the
elevated privileges.

» To deactivate the license select Activate Product command from Help menu and use Deactivate
button or argument --deactivate in the command line (terminal) to Metashape executable.

» When Metashape software is being uninstalled on Windows OS the license deactivation attempt
will be automatically performed, however, it is recommended to deactivate the license manually
before uninstalling the application.

M etashape software requires alicense key (adigital code) to be activated. First of all, make sure that you
haveavalid license key at hand. The number of activation/deactivation operationsisnot effectively limited
for manual license transfer scenarios. But we recommend technical possibility to transfer a node-locked
license to a new computer not to be exploited in automated scenarios involving activation/deactivation of
the node-locked license on regular basis.

[{ Note

» Excessive usage of activation/deactivation mechanism may result in the situation when user gets
blocked in the activation system.

» For scenarios which involve virtual machines and frequent license activation/deactivation
operations it is recommended to consider floating license option, in which case the license is
automatically returned to the license server when the Metashapeis stopped or the related process
iskilled unexpectedly.

Standard activation procedure, which allows to activate the product in the means of seconds, requires the
machine to be connected to the Internet. If it isyour case, please follow the online activation procedure as
described below. In case the system cannot be connected to the Internet, please opt for the offline activation
procedure, which is also described in this section of the manual.

Online Activation Procedure - To activate M etashape on a machine with Internet
connection

1. Launch Metashape software, previoudly installed on your machine, and go to Help menu for Activate
product... command.

2. InActivation dialog insert license key according to the suggested 5 digit blocks structure. Please note
that license codes never include zero digit - only letter "O".

3. If the license code has been input correctly, then the OK button will become active. Click on it to
complete the activation procedure. If the button is still grayed out, please make sure that the key you
are using is meant for the product you are trying to activate: alicense key for the Standard Edition,
for example, will not activate the Professional Edition.

Offline Activation Procedure - To activate Metashape on a machine with NO
I nter net connection

1. Launch Metashape software, previoudly installed on your machine, and go to Help menu for Activate
product... command.
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2. InActivation dialog insert license key according to the suggested 5 digit blocks structure. Please note
that license codes never include zero digit - only letter "O". Click OK button.

3. Click Save Activation Request button. Browse to the destination folder for the activation_request.act
filein the Save as dialog, typein the file name and click Save button.

4. Sendthefile saved at previous step to support@agisoft.com. Agisoft support team will process your
activation request and send the special license file to your e-mail with the instructions to complete
the activation process.

If youwouldliketo activate/deactivate M etashape software in headlessmode, please seethelist of relevant
commands bel ow:

» metashape --activate license_key

» metashape --deactivate

» metashape --activate-offline license_key file_name.act
» metashape --deactivate-offline file_name.act

Run "metashape --help" to see the complete list of the commands available.

Floating licenses

M etashape software can be used under floating license conditions. A floating license allows to install the
software on an unlimited number of machines, which are connected to a server network. However, at any
one time, Metashape can only run on the maximum number of computers for which licenses have been
purchased. Since Metashape can be installed on more systems than the number of licenses purchased, this
enables the licensee to efficiently share the product across the organization.

A software utility called Floating License Server (FLS) deployed on the server machine issues licenses
to client machines, up to the number of floating licenses purchased. If all floating licenses are in use, no
more computers can run Metashape until alicense is returned to the FLS, i.e. until Metashape processis
finished on one of the machines.

M etashape floating licenses are borrowable. A borrowed license can be used on a machine disconnected
from the server network for a certain period (up to 30 days).

Floating license activation procedure is performed on the server machine and includes two steps:
* FLSinstallation and activation

 Floating license activation

Thus, to activate afloating license you will need 3 components:

» FLSarchive (to be downloaded from the link provided upon license purchase)

» FLSactivation key (to be provided on purchasing a floating license)

 Floating license activation key (to be provided on purchasing a floating license), and the number of
floating licenses associated with the key.

[{ Note

< By default, FLS cannot be installed on avirtual machine. In case the the virtual environment is
the only option to deploy the license server, please contact support@agisoft.com for additional
instructions on the matter.
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To activate Floating License Server

1

2.

7.

Unpack the FLS archive and run FL S utility (rim/rim.exe) on the server machine.

Go to http://server_address:5054 to use web-interface of the license management system. Enter
Satus section of the left hand side menu. Find "agisoft" line in the ISV Servers table. Click agisoft
button in ACTIVATE column of the table.

Set the following values for the parameters on the Activate/Deactivate Alternate Server Hostid page.
ISV: agisoft, Activation Key: enter FLS activation key. Leave Deactivate? box unchecked. Click
Activate/Deactivate Alternate Server Hostid button.

The FLS s successfully activated now.

To complete the procedure, go to the folder where the FL'S utility has been unpacked to and delete
mock licensefile - agisoft.lic.

Return to web-interface of the license management system and go to Rer ead/Restart Server ssection
of the left hand side menu. Select "-all-" from the dropdown list of the ISV field. Click REREAD/
RESTART button.

Now the FL S activation procedure is completed.

The next step is activation of the floating license itself.

To activate a floating license

1

Go to http://server_address:5054 to use web-interface of the license management system. Enter
Activate License section of theleft hand side menu. Click BEGIN License Activation button on License
Activation page.

Do not change the suggested value of the SV activation website parameter. Click Next.

On step 2 of License activation procedure set 1SV parameter to "agisoft" value and enter Floating
license activation key into the License activation key textbox. Click Next.

Gotothefolder wherethe FL S utility has been unpacked to, open rim_agisoft FLS-activation-key.lic
file. Copy string "license=server-serial-number" from the first line of the file and enter the datainto
the License Server or Node-lock hostid: textbox on the 3d step of the License activation procedure.

Indicate the number of floating licenses to be activated in the License count (for floating licenses)
field. The number should not excess the total amount of floating licenses associated with the floating
license activation key. Click Next.

On step 4 indicate the name of the license file to be created. Click Next.

On step 5 check Activation Request Data and if everything is correct, click REQUEST LICENSE
button.

Click (Re)Sart License Server. Select "agisoft” from the dropdown list of the ISV field. Click
REREAD/RESTART button.

Floating license activation procedure is completed. Y ou can run Metashape on the client machines
connected to the server.

To run Metashape on a client machine, where the software has been installed, the client machine should
have network connection to the server, where FL S has been deployed. In case the connection is not via
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alocal network, then a specially prepared * .lic file should be properly placed to the Metashape folder on
the client machine. The datain the file should be the following string: "HOST FLS address". In case the
server uses a port different from the standard 5053 one, then the string should be: "HOST FLS address
any the port_number".

Totransfer the Floating License Server

1

5.

Deactivate FLS in web-interface of the license management system: http://server_address:5054.
Enter Satus section of the left hand side menu. Find "agisoft" line in the ISV Servers table. Click
agisoft button in ACTIVATE column of the table. Set the following values for the parameters on
the Activate/Deactivate Alternate Server Hostid page. 1SV: agisoft, check Deactivate? box. Click
Activate/Deactivate Alternate Server Hostid button.

Activate FLS on a new server following steps 1-3 from the Floating License Server activation
procedure described above.

Copy all floating license files (i.e. al *.lic files but for the rim_agisoft_license server activation
key.lic) from the original server machine to the new server to the folder where floating license server
has been unpacked to.

Modify the server host name in the first line of the copied floating license files to the name of the
new server machine.

Follow steps 5-6 from the Floating License Server activation procedure described above.

There is no need to perform Floating license activation procedure since the floating license is already
activated. Metashape can be run on the client machines connected to the new server.

To borrow afloating license

1

Connect the machine you would like to borrow the license for to the server machine and make sure
that there is a spare floating license in the server pool.

Run Metashape software on the machine. Select Activate Product... command from Help menu.

Click Borrow License button in the MetashapeActivation dialog. Set the number of days you would
like to borrow the license for and click OK button. The number of days should not exceed 30.

Now the machine can be disconnected from the server network, with M etashape being kept activated
onit.

To return the borrowed license connect the computer to the license server network, start Metashape,
select Activate Product... command from the Help menu and click Return License button in Activate
dialog window. Otherwise the license will be automatically returned to the server pool after the
borrowing period is over.




Chapter 2. Capturing scenarios

Photographs suitable for 3D model reconstruction in Metashape can be taken by any digital camera (both
metric and non-metric), as long as you follow some specific capturing guidelines. This section explains
genera principles of taking and selecting pictures that provide the most appropriate data for 3D model
generation.

IMPORTANT! Make sure you have studied the following rules and read thelist of restrictions before you
get out for shooting photographs.

Equipment
» Useadigital camerawith reasonably high resolution (5 MPix or more).

» Avoid ultrawide angle and fisheye lenses. The best choice is 50 mm focal length (35 mm film
equivalent) lenses. It isrecommended to usefocal length from 20 to 80 mm interval in 35mm equivalent.
If a data set was captured with fisheye lens, appropriate camera sensor type should be selected in
M etashape Camera Calibration dialog prior to processing.

 Fixed lenses are preferred. If zoom lenses are used - focal length should be set either to maximal or to
minimal value during the entire shooting session for more stable results, for intermediate focal lengths
separate camera calibration groups should be used.

Camera settings

» Using RAW datalosslessly converted to the TIFF filesis preferred, since JPG compression may induce
unwanted noise to the images.

» Takeimages at maximal possible resolution.
* SO should be set to the lowest value, otherwise high 1SO values will induce additional noise to images.

 Aperture value should be high enough to result in sufficient focal depth: it isimportant to capture sharp,
not blurred photos.

» Shutter speed should not be too slow, otherwise blur can occur due to slight movements.

Object/scene requirements

» Avoid not textured, shiny, highly reflective or transparent objects.
« If ill haveto, shoot shiny objects under a cloudy sky.

» Avoid unwanted foregrounds.

» Avoid moving objects within the scene to be reconstructed.

» Avoid absolutely flat objects or scenes.

Image preprocessing

» Metashape operates with the original images. So do not crop or geometrically transform, i.e. resize or
rotate, the images.
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Capturing scenarios

Generally, spending some time planning your shot session might be very useful.

Number of photos: more than required is better than not enough.

Number of "blind-zones" should be minimized since Metashape is able to reconstruct only geometry
visible from at least two cameras.

In case of aerial photography the overlap requirement can be put in the following figures: 60% of side
overlap + 80% of forward overlap. When making a survey over aforest, it is recommended to increase
the overlap value to 80% and 90% respectively.

Each photo should effectively use the frame size: object of interest should take up the maximum area.
In some cases portrait camera orientation should be used.

Do not try to place full object in theimage frame, if some partsare missing it isnot aproblem providing
that these parts appear on other images.

Good lighting is required to achieve better quality of the results, yet blinks should be avoided. It is
recommended to remove sources of light from camerafields of view. Avoid using flash.

If you are planning to carry out any measurements based on the reconstructed model, do not forget to
locate at least two markers with a known distance between them on the object. Alternatively, you could
place aruler within the shooting area

In case of aerial photography and demand to fulfill georeferencing task, even spread of ground control
points (GCPs) (at least 10 across the area to be reconstructed) is required to achieve results of highest
quality, both in terms of the geometrical precision and georeferencing accuracy. Y et, AgisoftMetashape
is able to complete the reconstruction and georeferencing tasks without GCPs, too.

The following figures represent advice on appropriate capturing scenarios:

Facade (Incorrect) Facade (Correct)
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Restrictions

In some cases it might be very difficult or even impossible to build a correct 3D model from a set of
pictures. A short list of typical reasons for photographs unsuitability is given below.

Modifications of photographs

M etashape can process only unmodified photos as they were taken by a digital photo camera. Processing
the photos which were manually cropped or geometrically warped is likely to fail or to produce highly
inaccurate results. Photometric modifications do not affect reconstruction results.

Lack of EXIF data

Metashape calculates initial values of sensor pixel size and focal length parameters based on the EXIF
data. The better initial approximation of the parameter valuesis, the more accurate autocalibration of the
camera can be performed. Therefore, reliable EXIF datais important for accurate reconstruction results.
However 3D scene can also be reconstructed in the absence of the EXIF data. In this case Metashape
assumesthat focal length in 35 mm equivalent equalsto 50 mm and triesto align the photosin accordance
with this assumption. If the correct focal length value differs significantly from 50 mm, the alignment can
giveincorrect resultsor evenfail. In such casesit isrequired to specify initial cameracalibration manually.

The details of necessary EXIF tags and instructions for manual setting of the calibration parameters are
given in the Camera calibration section.

10
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Lens distortion

The distortion of the lenses used to capture the photos should be well simulated with the camera model
used in the software. Generally, Brown's distortion model implemented in M etashape workswell for frame
cameras. However, since fisheye/ultra-wide angle lenses are poorly simulated by the mentioned distortion
model, it iscrucial to choose proper cameratype in Camera Calibration dialog prior to processing of such
data - the software will switch to the appropriate distortion model.

Lens calibration

It is possible to use Metashape for automatic lens calibration. M etashape uses LCD screen asacalibration
target (optionally it ispossibleto use aprinted chessboard pattern, providing thatitisflat and all itscellsare
squares). Lens calibration procedure supports estimation of the full camera calibration matrix, including
non-linear distortion coefficients. (Theldetailsioficameraimodelsiare givenlintherAppendixiC Camera
models section.

4 Note

« Lenscalibration procedure can usually be skipped in common workflow, as M etashape cal cul ates
the calibration parameters automatically during Align Photos process. However, if the alignment
results are unstable, for example, due to the lack of the tie points between the images, the lens
calibration may be useful.

The following camera calibration parameters can be estimated:

f
Focal length measured in pixels.

CX, cy
Principal point coordinates, i.e. coordinatesof lensoptical axisinterceptionwith sensor planein pixels.

b1, b2
Affinity and Skew (non-orthogonality) transformation coefficients.

k1, k2, k3, k4
Radia distortion coefficients.

pl, p2
Tangential distortion coefficients.

Before using lens calibration tool a set of photos of calibration pattern should be loaded in Metashape.

To capture photos of the calibration pattern:

1. Select Show Chessboard... command from the Lens submenu in the Tools menu to display the
calibration pattern.

2. Use mouse scroll wheel to zoom infout the calibration pattern. Scale the calibration pattern so that
the number of squares on each side of the screen would exceed 10.

3. Captureaseriesof photos of the displayed calibration pattern with your camerafrom slightly different
angles, according to the guidelines, outlined below. Minimum number of photos for a given focal
lengthis 3.

4. If you are cdibrating zoom lens, change the focal length of your lens and repeat the previous step
for other focal length settings.

11
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5. Click anywhere on the calibration pattern or press Escape button to return to the program.
6. Upload the captured photos to the computer.

When capturing photos of the calibration pattern, try to fulfill the following guidelines:

» Make sure that the focal length keeps constant throughout the session (in case of zoom lens).
» Avoid glare on the photos. Move the light sources away if required.

* Preferably, the whole area of the photos should be covered by calibration pattern. Move the camera
closer to the LCD screenif required.

Toload photos of the calibration pattern:

1 Create new chunk using £ Add Chunk tool bar button on the Wor kspace pane or sel ecting Add Chunk

command from the Workspace context menu (available by right-clicking on the root element on the
Workspace pane). See information on using chunks in Using chunks section.

2.  Select Add Photos... command from the Workflow menu.

3. Inthe Open dialog box, browse to the folder, containing the photos, and select files to be processed.
Then click Open button.

4. Loaded photoswill appear in the Photos pane.
"  Note

« You can open any photo by double clicking on its thumbnail in the Photos pane. To obtain good
calibration, the photos should be reasonably sharp, with crisp boundaries between cells.

« If you have loaded some unwanted photos, you can easily remove them at any time.

» Before calibrating fisheye lens you need to set the corresponding Camera Type in the Camera
Calibration... dialog available from the Tools menu. Seeinformation on other camera calibration
settings in Camera calibration section.

To calibrate camera lens
1. Select Calibrate Lens... command from the Lens submenu in the Tools menu.

2. Inthe Calibrate Lens dialog box, select the desired calibration parameters. Click OK button when
done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click the Cancel button.

4. Thecalibration results will appear on the Adjusted tab of the Camera Calibration... dialog available
from the Tools menu. The adjusted values can be saved to file by using Save button on the Adjusted
tab. The saved lens calibration data can later be used in another chunk or project, providing that the
same cameraand lensis used.

4 Note

 After you have saved the calibration parametersfor the lens, you may proceed with the workflow
steps in a separate chunk for the actual image set captured by the same camera and lens. To
, protect the calibration data from being refined during Align Photos process one should check Fix
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calibration box on the Initial tab for the chunk with the data to be processed. In this caseinitial
calibration values will not be changed during Align Photos process.

After calibration is finished, you will be presented with the following information:

Detected chessboard corners are displayed on each photo (the photo can be opened by double clicking on
its name in the Photos pane). It is preferable when the majority of the corners were detected correctly. For
each detected corner the reprojection error between the detected corner position and estimated position
according to the calculated calibration is also displayed. The errors are scaled x20 times for display.

Automated mission planning

M etashape introduces functionality for obtaining optimal sets of camera positions based on rough model
and creating mission plans using these optimal sets. |

Mission planning feature works as follows. At first, photos captured during a simple overhead flight are
used to create aroughpolygonalimodel. Then, aset of the viewpointswhich are enough to cover the surface
of the object with sufficient overlap i s@uitomaticallyigenerated. Finally, around-trip passing through al the
generated viewpointsis computed and can beexportedin KML fileformat tobeusedfordrone controlling
application.

[{ Note

e This tool is suitable for DJI drones. We recommend using aircraft/drones with RTK GPS to
significantly enhance flight safety and precision.

1. Makean overhead flight over the region of interest to capture abasic imagery set. To capture vertical
and concave surfaces better, you may use an oblique survey preset in your drone app instead of taking
only nadir photos.

2. Import photosto Metashape and align them, then build amodel of the object. Asonly rough geometry
is needed for mission planning step, you can build mesh from sparse cloud or using low quality
settings to speedup computations. Check Bounding Box to include entire geometry of interest.

3. Specify home point for the drone at the expected take-off point. This can be done by placing a Point
shape on the rough model. To place point precisely, you can build texture for the model or pick point
from an overhead photo that observes home point.

4. Select Plan Mission submenu from the Tools menu. Specify parameters and run processing.

5. Import files to drone app that supports KML flight plans with gimbal orientation.

4 Note

* Please note that each flight must be watched by a pilot ready to take manual control over the
dronein case of GPS issues or unreconstructed obstacles such as wires or trees.

® Specify flight zones. To enhance flight safety, you can specify zones allowed and restricted to
flyin.

® If drone battery gets low during the flight, replace it and restart the drone at the same altitude
as that of specified home point. You will need to manually navigate drone to the position from
which the last visited waypoint isin line of sight to resume automatic flight safely.

®, You may need to disable built-in drone obstacle avoidance feature in order to perform range
flights. Be even more careful after disabling obstacle avoidance as drone will longer stop or slow
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down in case of any obstacle on the way. It's not recommended to disable obstacle avoidance
feature when flying using GNSS signa without RTK.

Plan Mission X

General

./ Focus on model selection

Survey parameters

Camera model; Default camera (50 mm)
Resolution: Capture distance (m) 10
Image owverlap (%a): 70

./ Improve hard-toreach regions coverage

./ Enable multi-photo waypeints (D11 Pilot only)

Obstace avoidance

safety distance (m): g

Min altitude (m): ]

safety zone: Allowed area
Restricted zone: Restricted area
Powerlines layer: Powerlines

Flight plan properties

Home point: home
Min waypoint spacing (m): 0.6
Max waypoints per flight: a9
Min pitch (%): a0
Max pitch (%): ]

/' Prefer horizontal movement
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The following parameters control the photo alignment procedure and can be modified in the Plan Mission
dialog box:

Focus on model selection

To consider only selected triangles of the model as target for reconstruction. In any case all
reconstructed triangles will be used for obstacle avoidance.

Camera model
Choose a camera from the list, with a certain focal length in mm.

Resolution

Target image resolution. Can either be specified asGSDiordistance in meters from the surface of
the rough model.

Image overlap
Choose the desired overlap percentage.

Safety distance
Distance from the object which is restricted for putting waypoints within or planning path through.
Focus on selection parameter is ignored here - al parts of the object available in the rough model
are considered.

Min altitude

Relative altitude to home point (in meters) which isrestricted for putting waypointswithin or planning
path through.

Safety zone
Shape layer with allowed regions.

Restricted zone
Shape layer with restricted regions.

Home point
The desired take-off point can be defined as 3D point shape placed in scene.

Min waypoints spacing
Minimal distance between consecutive waypoints. The default value is set to 0.5 meters according
to DJI drones firmware.

Max waypoints per flight
Maximal possible number of waypointsper KML file. If flight plan has more waypoints than specified
value, it will be split into chunks. The default valueis set to 99 according to DJI drones firmware.
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Excessive image elimination

Reduce overlap feature is made for analyzing excessive image sets to understand which images are useful

and which are redundant and may be disabled of removed.
1. Align photos using entire@dataset’and build rough mesh madelsfrom the sparse cloud.

12. Select Reduce Overlap dialog available from the Tools menu.
3. Choose parameters in Reduce Overlap dialog box.
4. Click OK button.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click the Cancel button.

6. After theloperationiisifinishediall thedcameras Whichiareinot included interoptimal subset will get

disabled.
Reduce Overlap X
General

+/ Focus on model selection

Surface coverage: 3

Reduce overlap dialog parameters:

Focus on selection

To consider only selected triangles of the(polygonalimodel as target for reconstruction. Cameras that
do not have any of the selected polygons in the field of view would be automatically disabled.

Surface coverage
Number of cameras observing each point from different angles.
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Chapter 3. General workflow

Processing of images with Metashape includes the following main steps:
* loading images into Metashape;

* inspecting loaded images, removing unnecessary images;
« aligning cameras;

* building dense point cloud;

* building mesh (3D polygonal model);

 generating texture;

* building tiled model;

* building digital elevation model (DEM);

* building orthomosaic;

* exporting results.

If you are using Metashape in the full function (not the Demo) mode, intermediate results of the image
processing can be saved at any stage in the form of project files and can be used later. The concept of
projects and project filesis briefly explained in the Saving intermediate results section.

The list above represents al the necessary steps involved in the construction of a textured 3D model
DEM and orthomosaic from your photos. Some additional tools, which you may find to be useful, are
described in the successive chapters.

Preferences settings

Before starting a project with Metashape it is recommended to adjust the program settings for your needs.
In Preferences dialog (General ab)ravailable through the Tools menu you can indicate the path to the
Metashape log file to be shared with the Agisoft support team in case you face any problem during the
processing. Hereyou can al so change GUI languageto the one that is most convenient for you. The options
are: English, Chinese, French, German, Italian, Japanese, Portuguese, Russian, Spanish.

Switch Theme in case you have preferences between Dark or Light program GUI or leave it as Classic
for the simplest view. Shortcuts ferthelmenurcommandsican be adjusted for your convenience on the
General tab aswell.

On the GPU tab you need to make surethat all discrete GPU devices detected by the program are checked.
M etashape exploits GPU processing power that speeds up the process significantly. However, Agisoft
does not recommend to use integrated graphic card adapters due to their possible unstable work under
heavy load. If you have decided to switch on GPUs to boost the data processing with Metashape, it is
recommended to uncheck Wse!CPU when performing GPU accel er ated processing option, providing that
at least one discrete GPU isenabledifor processing.

Advanced tab alows to switch on such advanced features like rich Python console, for example.
Furthermore, you can enable loading of extra camera data from XMP (camera calibration, camera
orientation angles, camera location accuracy, GPS/INS offset).
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General workflow

K eep depth maps option can be beneficial in terms of saving up the processing time, in case there might
be aneed to rebuild dense point cloud, once generated, for asmaller part of the scene, or if both mesh and
dense cloud are based on the same quality depth maps.

Fine-level task subdivision optionisuseful in caseswhen large datasets areto be processed. Enabled option
providesinternal splitting of some tasksto the sub-jobs, thus allowing to reduce the memory consumption
during the processing. The tasks that are supported for fine-level distribution are the following: Match
Photos, Align Cameras, Build Depth Maps, Build Dense Cloud, Build Tiled Model, Build DEM, Build
Orthomosaic and Classify Points.

Metashape alows for incremental image alignment, which may be useful in case of some datamissing in
theinitially aligned project. If this may be the case, you should switch on the Keep key points option on
the Advanced tab of the Preferences dialog before you start the processing of the data.

Loading images

Before starting any operation it is necessary to point out which images will be used as a source for
photogrammetric processing. In fact, images themselves are not loaded into Metashape until they are
needed. So, whenAddiphotos command is used, only the links to the image files are added to the project
contents to indicate the images that will be used for further processing.

Metashape uses the full color range for image matching operation and is not downsampling the color

information to 8 bit. The point cloud points, @rthemasaicanditexturg would al so have the original bit depth,
providing that they are exported in the formats that support non 8-bit colors.

Toload a set of photos

L Select Add Photos... command from the Workflow menu or click Add Photos toolbar button on

the Workspace pane.

2. In the Add Photos dialog box browse to the folder containing the images and select files to be
processed. Then click Open button.

3. Selected images will appear on the Workspace pane.

£ Note

* Metashape accepts the following image formats: JPEG, JPEG 2000, TIFF, DNG, PNG,
OpenEXR, BMP, TARGA, PPM, PGM, SEQ, ARA (thermal images) and JPEG Multi-Picture
Format (MPO). Image files in any other format will not be displayed in the Add Photos dialog
box. To work with such imagesisit necessary to convert them to one of the supported formats.

If some unwanted images have been added to the project, they can be easily removed at any moment.

To remove unwanted images
1. Onthe Workspace pane select the cameras to be removed.

2. Right-click on the selected cameras and choose Remove Items command from the opened context

menu, or click X Remove Items toolbar button on the Workspace pane. The related images will be
removed from the working set.
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General workflow

Camera groups

If all the photos or a subset of photos were captured from one camera position - camera station, for
M etashape to process them correctly it is obligatory to move those photos to a camera group and mark the
group as Camera Station. It isimportant that for all the photosin a Camera Station group distances between
camera centers were negligibly small compared to the camera-object minimal distance. Photogrammetric

|, processing will require at least two camera stations with overlapping photos to be present in a chunk.
However, it is possible to export panoramic picture for the data captured from only one camera station.
Refer to Exporting results section for guidance on panorama export.

Alternatively, camera group structure can be used to manipulate the image data in a chunk easily, e.g. to
apply disable/enablefunctions to all the camerasin a group at once.

To move photosto a camera group
1. Onthe Workspace pane (or Photos pane) select the photos to be moved.

2. Right-click on the selected photos and choose Move Camer as@New:Camera Group command from
the opened context menu.

3. A new group will be added to the active chunk structure and selected photos will be moved to that
group.

4. Alternatively selected photos can be moved to a camera group created earlier using Move Cameras
- Camera Group=iGroupzname command from the context menu.

To mark group as camera station, right click on the camera group name and select Set Group Type
command from the context menu.

Inspecting loaded images

L oaded images are displayed on the Workspace pane along with flags reflecting their status.
The following flags can appear next to the cameralabel:

NC (Not calibrated)
Notifies that the EXIF data available is not sufficient to estimate the camerafocal length. In this case
M etashape assumesthat the corresponding photo was taken using 50mm lens (35mm film equival ent).
If the actua focal length differs significantly from this value, manual calibration may be required.
More details on manual camera calibration can be found in the Camera calibration section.

NA (Not aligned)
Notifiesthat external cameraorientation parameters have not been estimated for the current image yet.

Images loaded to Metashape will not be aligned until you perform the next step - photos alignment.

E=]
Notifies that Camera Station type was assigned to the group.

Scanned images

M etashape supports processing of scanned photos. All the scanned photos from the same analog camera
should be placed in a designated calibration group. Metashape will automatically put the photos in the
same calibration group, providing that they have been scanned to the images of the same resolution.
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General workflow

To load scanned photos

1 Add scanned photos to the project using —©Add Folder... command from the Wor kflow menu.

2. Inthe Add Folder dialog box browse to the parent folder containing subfolders with images. Then
click Select Folder button.

1,3, Click OK button to close the dialog. Display of images in Metashape window.

Read more in Scanned images section.

Multispectral imagery

M etashape supports processing of multispectral images saved as multichannel (single page) TIFF files.
The main processing stages for multispectral images are performed based on the primary channel, which
can be selected by the user. During orthomosaic export, all spectral bands are processed together to form
amultispectral orthomosaic with the same bands as in source images.

The overall procedure for multispectral imagery processing does not differ from the usual procedure for
normal photos, except the additional primary channel selection step performed after adding images to the
project. For the best results it is recommended to select the spectral band which is sharp and as much
detailed as possible.

To select primary channel

1. Add multispectral images to the project using Add Photos... command from the Workflow menu or
Add Photos toolbar button.

2. Select Multi-camera system data layout in the Add Photos dialog.
3.  Select Set Primary Channel... command from the chunk context menu in the Workspace pane.

4. Inthe Set Primary Channel dialog select the channel to be used as primary and click OK button.
Display of imagesin Metashape window will be updated according to the primary channel selection.

4 Note

e Set Primary Channel... command is available for RGB images as well. Y ou can either indicate
only one channel to be used as the basis for photogrammetric processing or leave the parameter
value as Default for all three channels to be used in processing.

Multispectral orthomosaic export is supported in GeoTIFF format only. When exporting in other formats,
only primary channel will be saved.

Thermal images

M etashape supports processing of thermal images. Y ou can use datafrom AscTec ARA and WIRIS TIFF
cameras. The AscTec ARA camera file format is ARA. WIRIS supports TIFF format. Thermal images
contain information about object temperature.

Toload thermal images

1 Add thermal images to the project using —2Add Folder... command from the Workflow menu.
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General workflow

5.

16.

In the Add Folder dialog box browse to the parent folder containing subfolders with images. Then
click Select Folder button.

Click OK button in dialog window, if you want to add Palette for images.
Select or create Palette for images in Raster Calculator dialog.
Click Apply button. The operation is compl eted.

Click OK button to close the dialog. Display of images in Metashape window.

Satellite images

M etashape can process panchromatic and multispectral satelliteimages, provided that sufficiently accurate
Rational Polynomial Coefficients (RPC) datais available for each image.

RPC coefficients are loaded automatically if they are present in RPC coefficient image tag. Alternatively,
they can be loaded from supplementary rpc.txt or .rpb files (if available).

Toload satellite images

1.

If RPC coefficients are provided in supplementary rpc.txt or .rpb files make sure that Load satellite
RPC data from auxiliary TXT files option is enabled in the Advanced tab of the Preferences dialog
before adding images to the project.

Add satellite images to the project using Add Photos command from the Workflow menu.

Make sure that RPC coefficients aresloaded correctly. To do this, check that Camera type is set to
RPC for al calibration groupshichicontainithesatellitelimagesin Camera Calibration dialog.

Satelliteimages often have very large resol ution and navigation in the Photo view may be slow. Metashape
can take advantage of multi resolution TIFF fileswith overviews, which greatly improve user experience.
If the available satellite images do not contain overviews, it is highly recommended to create them first.
This can done using Convert Images command from the Export submenu from the File menu.

To generate optimized TIFF images for faster navigation

1

2.

Add original images to an empty project as described in the previous procedure.
Select Convert Images... command from the File/Export menu.

In the Convert Images dialog make sure that Write tiled TIFF and Generate TIFF overviews options
areenabled. If your imagesarelarger than 4GB you will also need to enable Write BigTIFF fileoption.

Make sure that Filename template issetsto some reasonable value. The default {filename}{fileext}
value should work in most cases.

In the Apply to section select All cameras and click OK button.

In the Select Folder dialog select a folder to save optimized images. It is recommended to select a
new empty folder for the images to make sure that original files are not overwritten.

Click Sdect Folder button to start conversion.

After conversion is complete generated images can be loaded into a new project for processing.
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4 Note

® Convert Images command automatically embeds RPC coefficientsin the generated files, so it is
not necessary to copy auxiliary TXT files to the new images folder.

Rigid camerarigs

Metashape supports processing of multispectral datasets captured with multiple synchronized cameras
operating in different spectral ranges. In this case multiple images (planes) are available for each position

L and Metashape will estimate separate calibration for each plane aswell astheir relative orientation within
camerarig.

The default assumption is that synchronized cameras have the same position in space. In case distance
between the cameras cannot be neglected, it is possible for Metashape to calculate relative camera offset.
If offset parameters are known you can set them manually.

To calculaterelative camera offset for synchronized cameras

1

2.

6.

Select Camera Calibration command from the Tools menu.

In the |eft-hand part of the Camera Calibration dialog box select slave camera to calculate relative
offset for.

Switch to Save offset tab.
Check Adjust location option.

The distance for the active camerawill be calculated in relation to master camera- the camerawhose
images were loaded to the project first of all.

If needed repeat procedure for each slave camera.

To change master camera, you can use the corresponding command from the context menu of the camera
group displayed in the lefthand part of the Camera Calibration dialog.

Multiplane layout is formed at the moment of adding photos to the chunk. It will reflect the data layout
used to store image files. Therefore it is necessary to organize files on the disk appropriately in advance.
The following data layouts can be used with Metashape:

a All image planes from each position are contained in a separate multilayer image. The number of

multilayer imagesis equal to the number of camera positions.
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General workflow

. Corresponding planes from all camera positions are contained in a separate subfolder. The number of
subfoldersis equal to the number of planes.

For a special case of MicaSense cameras (RedEdge;rAltum);) Parrot (Sequoiarand’DJlPhantom 4
Miultispectralino special layout is required. In this case the arrangement of images into cameras and
planes will be performed automatically based on available meta data.

Once the data is properly organized, it can be loaded into Metashape to form multiplane cameras. The
exact procedure will depend on whether the multilayer layout (variant a), multifolder layout (variant b)
or if MicaSense datais used.

To set relative camer a offset for synchronized cameras manually

1

2.

5.

6.

Select Camera Calibration command from the Tools menu.

In the left-hand part of the Camera Calibration dialog box select slave camerato set up offset
Switch to Save offset tab.

Check Enable reference option.

Set up the relative camera offset manually.

If needed repeat procedure for each slave camera.

|, To change master camera, you can use the corresponding command from the context menu of the camera
group displayed in the lefthand part of the Camera Calibration dialog.

In case of rigid camerarigsvariance of rel ative offset can beinspected in the GPSINS Offset tab of Camera
Calibration dialog, see Mariancercolumn:V al ues in the Mariance'columniare equal to squared standard
deviation of relative offset. Read more in Covariance matrix section.

To create a chunk from multilayer images

1

3.

4.

Select Add Photos... command from the Workflow menu or click @ Add Photos toolbar button.

In the Add Photos dialog box browse to the folder containing multilayer images and select files to
be processed. Then click Open button.

In the Add Photos dialog select the data | ayout (Multi=camera system:

Created chunk with multispectral cameras will appear on the Workspace pane.

When you create chunk with multispectral cameras from multilayer images you need to set up unique
Layer index for each slave band.

To set up unique Layer index for a slave band

1

2.

Select Camera Calibration command from the Tools menu.
Check dave band in the left hand side menu.
In the band tab set up unique Layer index.

If needed repeat procedure for each slave camera.
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To create a chunk from multifolder layout

1

Select @Add Folder... command from the Workflow menu.

In the Add Folder dialog box browse to the parent folder containing subfolders with images. Then
click Select Folder button.

In the Add Photos dialog select the data layout (Multi=camerasystem)

Created chunk with multispectral cameras will appear on the Workspace pane. The labels of the
multispectral cameras would be taken from the image filenames of the first image folder used.

To create a chunk from MicaSense data

1

Select Add Photos... command from the Workflow menu or click @ Add Photos toolbar button.

In the Add Photos dialog box browse to the folder containing MicaSense images and select files to
be processed. Then click Open button.

In the Add Photos dialog sel ect (Multi=camera system)

Created chunk with multispectral cameras will appear on the Workspace pane. The labels of the
multispectral cameras would be taken from the first band image filenames.

| After chunk with multispectral cameras is created, it can be processed in the same way as normal chunks.
For these chunks additional parameters allowing to manipulate the data properly will be provided where

appropriate.

You can execute to the reflectance calibration of multispectral image data acquired using (MicaSense
(RedEdgeAltumpandyetc)y Parrot Seguoia;DIlnPhantom 4 Multispectraly cameras. Read more in

V egetation indices calculation section.
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Video Data

Metashape allowsfor video data processing aswell, which can be beneficial for quick inspection scenarios,
for example. The video is to be divided into frames which will be further used as source images for 3D
reconstruction.

Toimport avideofile

1. Select Import Video... command from the File menu.

2. IntheImport Video dialog you can inspect the video and set the output folder for the frames.
3. Set thefilename pattern for the frames and indicate the frame extraction rate.

4. You canimport part of the video, specify the parameters: Sart from and End at.

5. Click OK button for the frames to be automatically extracted and saved to the designated folder. The
images extracted from the video will be automatically added to the active chunk.

4 Note

* In Metashape you can choose the automatic frame step (Small, Medium, Large) Whichimayibe
‘helpful to skip similar sequential frames or set manually via Custom option. (Once the parameter

After the frames have been extracted you can follow standard processing workflow for the images.

Aligning photos

« Separate calibration groups should be created for each physical camera used in the project. It is aso
recommended to create a separate calibration group for each flight or survey. For details see Camera

+ For each calibration group initial approximation of interior orientation parameters should be specified.
Inmost casesthisisdoneautomatically based on EXIF metadata. When EXIF metadataisnot available,
initial interior orientation parameters needs to be configured according to the camera certificate.

« When using images captured with analog camera, it is necessary to set the cameracalibration parameters

Exterior orientation parameters define the position and orientation of the camera. They are estimated
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orientation angles conventions subsection of Setting coordinate system). In many cases survey systemsare
equipped with GPS/GNSS systems for measuring exterior orientation parameters during capture which
can be used as additional measurements during bundle adjustment. To import afile with exterior images
orientation parameters see Assigning reference coordinates subsection of Setting coordinate system.

Exterior and interior image orientation parameters are cal cul ated using aerotriangul ation with bundle block
adjustment based on collinearity equations. Aerotriangulation allows to jointly adjust photogrammetric
measurements of tie points together with onboard measurements. As a result, more accurate and reliable
exterior orientation parameters of images are obtained.

The result of this processing step consists of estimated exterior (translation and rotation) and interior

camera orientation parameters together with a sparse point cloud containing triangulated positions of
matched image points.

To align a set of photos
1. Select Align Photos... command from the Workflow menu.
2. Inthe Align Photos dialog box select the desired alignment options. Click OK button when done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Alignment having been completed, computed camera positions and a sparse point cloud will be displayed.
You can inspect alignment results and remove incorrectly positioned photos, if any. To see the matches
between any two photos use View Matches... command from a photo context menu in the Photos pane.

Incorrectly positioned photos can be realigned.

Torealign a subset of photos

1. Reset alignment for incorrectly positioned cameras using Reset Camera Alignment command from
the photo context menu.

12.  Set markers (at least 4 per photo) on these photos and indicate their projections on at least two
photos from the already aligned subset. M etashape will consider these pointsto be true matches. (For
information on markers placement refer to the Setting coordinate system section).

3. Sdlect photosto berealigned and use Align Selected Cameras command from the photo context menu.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

When the alignment step is completed, the point cloud and estimated camera positions can be exported
for processing with another software if needed.

Image quality

Poor input, e. g. vague photos, can influence alignment results badly. To help you to exclude poorly
focused images from processing M etashape suggests automatic image quality estimation feature. Images
with quality value of less than 0.5 units are recommended to be disabled and thus excluded from
photogrammetric processing, providing that the rest of the photos cover the whole scene to be

reconstructed. To disable a photo use @ Disable button from the Photos pane toolbar.
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M etashape estimates image quality for each input image. The value of the parameter is calculated based
on the sharpness level of the most focused part of the picture.

To estimate image quality

1 Switch to the detailed view in the Photos pane using i== Details command from the Change menu

on the Photos pane toolbar.
2. Select all photos to be analyzed on the Photos pane.

3. Right button click on the selected photo(s) and choose Estimate Image Quality command from the
context menu.

4. Once the analysis procedure is over, a figure indicating estimated image quality value will be
displayed in the Quality column on the Photos pane.

Alignment parameters

Align Photos

=eneral

Accuracy: High

Generic preselection

Reference preselection Source
Reset current alignment
Advanced
Key point limit: 40,000
Tie point limit: 10,000
Apply masks to: one

Exdude stationary tie points
Guided image matching

Adaptive camera model fitting

oK
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"Align Photos" dialog

Thefollowing parameters control the photo alignment procedure and can be modified in the Align Photos
dialog box: |

Accuracy
Higher accuracy settings help to obtain more accurate camera position estimates. Lower accuracy
settings can be used to get the rough camera positions in a shorter period of time.

While at High accuracy setting the software workswith the photos of the original size, Medium setting
causes image downscaling by factor of 4 (2 times by each side), at Low accuracy source files are
downscaled by factor of 16, and Lowest value means further downscaling by 4 times more. Highest
accuracy setting upscales the image by factor of 4. Since tie point positions are estimated on the
basis of feature spots found on the source images, it may be meaningful to upscale a source photo
to accurately localize atie point. However, Highest accuracy setting is recommended only for very
sharp image data and mostly for research purposes due to the corresponding processing being quite
time consuming.

L Generic preselection
The alignment process of large photo sets can take a long time. A significant portion of this time
period is spent on matching of detected features across the photos. Image pair presel ection option may
speed up this process due to selection of a subset of image pairs to be matched.

In the Generic preselection mode the overlapping pairs of photos are selected by matching photos
using lower accuracy setting first.

4  Note

Using only Refer ence presel ection mode without Generic preselection fits best the case when
only afew tielpoi ntsare detected during theimage matching stage, it may happen; forexample;
for aerial surveysiof forested areas or crop fields.

Reference preselection

In the(Sourcepreselection’imode the overlapping pairs of photos are selected based on the measured
camera locations (if present). For oblique imagery it is necessary to set (Capture distance value
(average ground height in the same coordinate system which is set for camera coordinates data) in the
Settings dialog of the Reference pane to make the preselection procedure work efficiently. (Capture
distance’i nformation must be accompanied with yaw, pitch, roll/omega, phi, kappa data for cameras.
Rotation parameters should be input in the Refer ence pane. (Thenthe preselection based onthenew 3D
points calculated as original 3D point and vector in the direction of the camera view with the length
equal to the input Capture Distance value.

The Estimated preselection'mode takes into account the cal cul ated @xteriororientati on (arameters
for thealigned cameras. That is, if the alignment operation has been already completed for the project,
the estimated cameralocations will be'considered when the Align Photos procedure is runagain with
the Estimated Reference presel ection selected.

When using (Sequential preselection'mode the correspondence between the images)is determined
according to the sequence of photos (the sequence number of the image) it is worth noting that with
this adjustment, the first with the |ast imagesinthesequencewill aso be compared.

Reset current alignment
If thisoption is checked, all thetie, and key, and matching points will be discarded and the alignment
procedure will be started from the very beginning.

Additionally the following advanced parameters can be adjusted.
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Key point limit
The number indicates upper limit of feature points on every image to be taken into account during
current processing stage. Using zero value allows Metashape to find as many key points as possible,
but it may result in a big number of lessreliable points.

Tiepoint limit
The number indicates upper limit of matching points for every image. Using zero value doesn't apply
any tie point filtering.

Apply mask to

If apply mask to key (pointsoptionii s selected, areas previously masked on the photos are excluded
from feature detection procedure. Apply mask to tie points option means that certain tie points are
excluded from alignment procedure. Effectively thisimpliesthat if some areais masked at least on a
single photo, relevant key points on the rest of the photos picturing the same areawill be also ignored
during alignment procedure (atie point is a set of key points which have been matched as projections
of the same 3D point on different images). This can be useful to be able to suppress background in
turntable shooting scenario with only one mask. For additional information on the usage of masks
please refer to the Using masks section.

Exclude stationary tie points
Excludes tie points that remain stationary across multiple different images. This option enables
alignment without masks for datasets with a static background, e.g. in a case of a turntable with a
fixed camera scenario. Also enabling this option will help to eliminate false tie points related to the
camera sensor or lens artefacts.

Guided image matching
This option allows to generate the excessive number of tie points for the extra high resolution images
(captured by professional grade cameras, satellites or acquired by high-resolution scanning of the
archival aerial images).

, Adaptive camera model fitting

This option enables automatic selection of camera parametersto beincluded into adjustment based on
their reliability estimates. For data sets with strong camera geometry, like images of a building taken
from all the sides around, including different levels, it helps to adjust more parameters during initial
camera alignment. For data sets with weak camera geometry , like atypical aerial data set, it helps
to prevent divergence of some parameters. For example, estimation of radial distortion parameters
for data sets with only small central parts covered by the object is very unreliable. When the option
is unchecked, Metashape will refine only the fixed set of parameters: focal length, principal point
position, three radial distortion coefficients (K1, K2, K3) and two tangential distortion coefficients
(PL, P2).

[{ Note

« Tie point limit parameter allows to optimize performance for the task and does not generally
effect the quality of the further model. Recommended valueis4000. Too high or too low tie point
limit value may cause some parts of the dense point cloud model to be missed. The reason isthat
M etashape generates depth maps only for pairs of photos for which number of matching pointsis
above certain limit. Thislimit equal sto 100 matching points, unless moved up by thefigure"10%
of the maximum number of matching points between the photo in question and other photos,
only matching points corresponding to the area within the bounding box being considered.”

« The number of tie points can be reduced after the alignment process with Tie Points&ThiniPoint
Cloud command available from Tools menu. As aresults sparse point cloud will be thinned, yet
the alignment will be kept unchanged.
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Incremental image alignment

In case some extra images should be subaligned to the set of already aligned images, you can benefit
from incremental image alignment option. To make it possible, two rules must be followed: 1) the scene
environment should not have changed significantly (lighting conditions, etc); 2) do not forget to switch on
Keep key points option in the Preferences dialog, Advanced tab BEFORE the whole processing is started.

To subalign some extra images added to the chunk with already aligned set of

images

1. Add extraphotos to the active chunk using Add photos command from the Workflow menu.

2. Open Align photos dialog from the Workflow menu.

3. Set_ alignment parameters for the newly added photos. IMPORTANT! Uncheck Reset alignment
option.

4. Click OK. Metashapewill consider existing key pointsand try to match them with key points detected

on the newly added images.

Point cloud generation based on imported camera data

M etashape supportsimport of external and internal camera orientation parameters. Thus, if precise camera
data is available for the project, it is possible to load them into Metashape along with the photos, to be
used asinitia information for 3D reconstruction job.

Toimport external and internal camera parameters

1

2.

Select Import Cameras command from the File menu.

Select the format of the file to be imported.
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3. Browseto thefile and click Open button.

4. The datawill be loaded into the software. Camera calibration data can be inspected in the Camera
Calibration dialog, Adjusted tab, available from Tools menu. If theinput file contains some reference
data (camera position datain some coordinate system), the datawill be shown on the Reference pane,
View Estimated tab.

Cameradata can beloaded in one of the following formats: Agisoft (*.xml), BINGO (*.dat), Inpho Project
File (*.prj), Blocks Exchange (*.xml), Bundler (*.out), Autodesk FBX (*.fbx), VisionMap Detailed Report
(*.txt), Realviz RZML (*.rzml), Alembic (*.abc).

Once the data is loaded, Metashape will offer to build point cloud. This step involves feature points
detection and matching procedures. As aresult, a sparse point cloud - 3D representation of the tie-points
data, will be generated. Build Point Cloud command is avail able from Tool s&TiePoints menu. Parameters
controlling Build Point Cloud procedure are the same as the ones used at Align Photos step (see above).

Building dense point cloud

Metashape allows to ereatesa dense point cloud (asedionnthercalculated exterioranduinteriorimage
orientation parameters.

Dense point cloud generation is based on depth maps cal cul ated using dense stereo matching. Depth maps
are calculated for the overlapping image pairs considering their relative exterior and interior orientation
Jparameters estimated with bundle adjustment. Multiple pairwise depth maps generated for each camera
are merged together into combined depth map, using excessive information in the overlapping regions to
filter wrong depth measurements.

‘Combined depth maps generated for each camera are transformed into the partial dense point clouds,
which are then merged into a final dense point cloud with additional noise filtering step applied in the
overlapping regions. The normalsin the partial dense point clouds are calculated using planefitting to the
Ppixel neighborhood in the combined depth maps, and the colors are sampled from the images.

For every point in thefinal dense point cloud the number of contributing combined depth mapsis recorded
and stored as a confidence value. This confidence value can be used |ater to perform additional filtering of
low confidence points using the Filter by Confidence... command from the Tools > Dense Cloud menu.

M etashape tendsto produce extradense point clouds, which are of almost the same density, if not denser, as
LIDAR point clouds. A dense point cloud can be edited and classified within M etashape environment and
used as a basis for such processing stages as Build Mesh, Build DEM, Build Tiled Model. Alternatively,
the point cloud can be exported to an externa tool for further analysis.

To build adense point cloud

1 Check the reconstruction volume bounding box. To adjust the bounding box use the Resize

Region, @ Move Region and @ Rotate Region toolbar buttons. To resize the bounding box, drag
corners of the box to the desired positions; to move - hold the box with the left mouse button and
drag it to the new location.

2. Select the Build Dense Cloud... command from the Wor kflow menu.

3. Inthe Build Dense Cloud dialog box select the desired reconstruction parameters. Click OK button
when done.
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4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

4 Note

« More than one instance of Dense cloud can be stored in one chunk. In case you want to save
current Dense cloud instance and build new onein current chunk, right-click on Dense cloud and
uncheck Setras(default option. In case you want to save current Dense cloud instance and edit its
copy, right-click on Dense cloud and chooseDuplicate option.

Build'Dense Cloud parameters

Build Dense Cloud

General
Quality: High
Advanced
Depth filtering: Mild
Reuse depth maps

Calculate point colors

Calculate point confidence

Lok ] Cancel

"Build Dense Cloud" dialog

Quality
Specifiesthe desired(quality of the depthrmaps genration:Higher quality settings can be used to obtain
more detail ed and accurate geometry, but they require longer timefor processing. Interpretation of the
quality parameters here is similar to that of accuracy settings given in Photo Alignment section. The
only differenceisthat inthiscase UltraHigh quality setting means processing of original photos, while
each following step implies preliminary image size downscaling by factor of 4 (2 times by each side).

Additionally the following advanced parameters can be adjusted.

Depth filtering modes
At the stage of dense point cloud generation reconstruction M etashape cal culates depth mapsfor every
image. Due to some factors, like noisy or badly focused images, there can be some outliers among
the points. To sort out the outliers Metashape has several built-in filtering algorithms that answer the
challenges of different projects.

If there are important small details which are spatially distinguished in the scene to be
reconstructed, then it is recommended to set Mild depth filtering mode, for important features
not to be sorted out as outliers. This value of the parameter may also be useful for aerial projects
in case the area contains poorly textured roofs, for example. Mild depth filtering mode is also
required for the depth maps based mesh reconstruction.

If the area to be reconstructed does not contain meaningful small details, then it is reasonable
to choose Aggressive depth filtering mode to sort out most of the outliers. (Fhisvaluerofithe
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| parameter normally recommended for aerial data processing, however, mild filtering may be
useful in some projects as well (see poorly textured roofs comment in the mild parameter value
description above).

Moderate depth filtering mode brings results that are in between the Mild and Aggressive
approaches. Y ou can experiment with the setting in case you have doubts which mode to choose.

Additionally depth filtering can be Disabled. But this option is not recommended as the resulting
dense cloud could be extremely noisy.

The filtering modes control noise filtering in the raw depth maps. This is done using a connected
component filter which operates on segmented depth maps based on the pixel depth values. The
filtering preset control a maximum size of connected components that are discarded by thefilter.

[ Note

 Stronger filter presets remove more noise, but also may remove useful information in case there
are small and thin structures in the scene.

Reuse depth maps
Depth maps available in the chunk can be reused for the dense cloud generation operation. Select
respective Quality and Depth filtering parameters values (see info next to Depth maps label on the
Workspace pane) in Build Dense Cloud dialog and then check Reuse depth maps option.

Calculate point colors
This option can be unchecked in case the points color is not of interest. This will allow to save up
processing time.

Calculate point confidence
If the option is enabled, the Metashape will count how many depth maps have been used to generate
each dense cloud point. This parameter can used for dense cloud filtering (see Editing point cloud).

Import point cloud

Metashape alows to import a point cloud to be interpreted at further processing stages as a dense
point cloud. If you want to upload a dense point cloud got from some external source (photogrammetry

, technology, laser scanning, etc), you can use Import points command from the File menu. In the Import
points dialog browse to afile in one of the supported formats and click Open button.

Dense point cloud can beimportedin oneof thefollowing formats: Wavefront OBJ, Stanford PLY , ASPRS
LAS, LAZ, ASTM E57, ASCII PTS.

Building mesh

Mesh based on point cloud @rdepth -maps data

Metashape can reconstruct polygonal mesh model based on the point cloud information (Dense Cloud,
Sparse Cloud, Point Cloud importedifrom external source) or based on the depth maps data.

To build amesh

1. Check the reconstruction volume bounding box. If the model has aready been referenced, the
bounding box will be properly positioned automatically. Otherwise, it is important to control its
position manually.
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Genera workflow

To adjust the bounding box manually, use the Resize Region, % Move Region and 22; Rotate
Region toolbar buttons. Rotate the bounding box and then drag corners of the box to the desired
positionsEonlyipart of the scene inside the bounding box will be reconstructed. If the Height field
reconstruction’method is to be applied, it is important to control the position of the red side of the
bounding box: it definesreconstruction plane. Inthis case make sure that the bounding box is correctly
oriented.

2. Select the Build Mesh... command from the Wor kflow menu.

3. Inthe Build Mesh dialog box select the desired reconstruction parameters. Click OK button when
done.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

£ Note

» More than one instance of Mesh can be stored in one chunk. In case you want to save current
Mesh instance and build new one in current chunk, right-click on Mesh and uncheck Setvas
default option. In case you want to save current Mesh instance and edit its copy, right-click on
Mesh and chooseDuplicate option.

Build"Mesh'parameters

Build Mesh

General

Source data: Dense doud
Surface type: Arbitrary (30)
Quality:

Face count: High (4,737,825)

Advanced

Interpolation: Enabled (default)

Depth filtering:

Point dasses: Al

Calculate vertex colors

LUse STICT volumeTIC Masks

Reuse depth maps

Lok ] Cancel

"Build Mesh" dialog

Metashape supports severa reconstruction methods and settings, which help to produce optimal
reconstructions for a given data set.
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Sour ce data
Specifies the source for the mesh generation procedure.

® Sparse cloud can be used for fast 3D model generation based solely on the sparse point €loud:

® (Densecloud setting will result inlonger processing time but will generate high quality output based
on the previously reconstructed dense point €loud:

¢ [Depthymaps setting allows to use al the information from the input images more effectively
and is less resource demanding compared to the dense cloud based reconstruction. The option
is recommended to be used for Arbitrary, surface type reconstruction, unless the workflow used
assumes dense cloud editing prior to the mesh reconstruction.

Surfacetype

® Arbitrary surface type can be used for modeling of any kind of object. It should be selected for
closed objects, such as statues, buildings, etc. It doesn't make any assumptions on the type of the
object being modeled, which comes at a cost of higher memory (€onsumption:

* (Height field surface) type is optimized for modeling of planar surfaces, such as terrains or
basereliefs. It should be selected for aerial photography processing as it requires lower amount of
memory and allows for larger data sets processing.

Quality
Specifies the desired reconstruction quality of the depth maps, providing that they are selected as a
source option. Higher quality settings can be used to obtain more detailed and accurate geometry, but
they require longer time for the processing.

Interpretation of the quality parameters here is similar to that of accuracy settings given in Photo
Alignment section. Theonly differenceisthat in this case UltraHigh quality setting means processing
of original photos, while each following step implies preliminary image size downscaling by factor
of 4 (2 times by each side). For depth maps based mesh generation Mild filtering option is(used by
default;unless Reuse depth maps option is enabl ed. (Aggressivefilteringicanibeusediifitherexcessive
geometry (such as isolated mesh components around the reconstructed object) is observed, however,
some fine level thin elements may be lost due to this depth filtering mode selection.

Face count

Specifiesthe maximum number of polygonsinthefinal mesh. Suggested values (High, Medium, Low)
present optimal number of polygons for amesh of acorresponding level of detail. For the dense cloud
based reconstruction they are cal culated based on the number of pointsin the source dense point cloud:
theratio is 1/5, 1/15, and 1/45 respectively. It is still possible for a user to indicate the target number
of polygonsin the final mesh through the Custom value of the Face count parameter. Please note that
while too small number of polygonsis likely to result in too rough mesh, too huge custom number
(over 10 million polygons) is likely to cause model visualization problemsin external software.

Additionally the following advanced parameters can be adjusted.

Interpolation |
If interpolation mode is Disabled it leads to accurate reconstruction results since only areas
corresponding to dense point cloud points are reconstructed. Manual hole filling is usually required
at the post processing step.With Enabled (default)tinterpolation’mode Metashape will interpolate
some surface areas within acircle of acertain radius around every dense cloud point. Asaresult some
holes can be automatically covered. Y et some holes can still be present on the model and are to be
filled at the post processing step. In Extrapolated mode the program generates holeless model with
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extrapolated geometry. Large areas of extra geometry might be generated with this method, but they
could be easily removed later using selection and cropping tools.

Point classes |
Specifiesthe classes of the dense point cloud to be used for mesh generation. For example, select only
Ground'Pointsiclassito produce a DTM as opposed to a DSM. Preliminary Classifying dense ([point
cloud procedure should be performed for this option of mesh generation to be active. Option is@nly
applicable todensecloud based reconstruction.

Calculate vertex colors
If source datathasicol or information{(pointcloudcolorsorimagesarepresentsor thedepthmapsbased
calculation) enabling this option would allow to cal culate the colors for the mesh vertices and display
the interpolated colors for the mesh polygons in Shaded view mode.

Use strict volumetric masking

When this option is enabled, space volume covered with mask from at least one photo will be
suppressed. Each mask is strict - so you should use them as little as possible to prevent accidental
suppressing some surface parts. Each mask al so makes mesh reconstruction slower. For example strict
volumetric masks are useful to suppress noise between fingers by masking space between them from
single camera. Also this is useful to suppress textureless background stuck to object contours - by

. masking out background from single camera. For additional information on the usage of masks please
refer to the Using masks section. The option is only applicable for the Depth Maps source option
selected.

Reuse depth maps
If available depth maps should be reused for mesh generation, select respective Quality (seeinfo next
to Depth maps label on the Workspace pane in the chunk's contents) and then check Reuse depth maps
option. The option is applicable to the depth maps based reconstruction method only.

4 Note

» Metashape tends to produce 3D models with excessive geometry resolution, so it may be
reasonable to perform mesh decimation after geometry computation. More information on mesh
decimation and other 3D model geometry editing tools is given in the Editing model geometry
section.

Building model texture

Color calibration

If the lighting conditions have been changing significantly during capturing scenario, it is recommended
to useCalibrateicolors option from the Tools menu before Build texture procedure. The option can help
to even brightness and white balance of the images over the data set. Please note that for large data sets
Calibrate colors procedure can turn out to be quite time consuming.

To calibrate colors
1. Select Calibrate colors... command from the Tools menu.

2. Select the desired colors calibration parameters in the Calibrate colors dialog box. Click OK button
when done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.
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Color calibration parameters

Calibrate Colors X

Parameters

Source data: Maodel

Calibrate white balance

Reset Cancel
"Calibrate Colors' dialog

Sour ce data
Defines what data should be taken as the basis for overlapping areas estimation.
Spar se@loud=the quickest yet the roughest estimation available.
Model - gives more precise results, but only on condition that the surface is detailed enough. This
parameter value is the recommended one if the aim is to calibrate colors to improve the quality of
the model texture.

DEM#=liS)a reasonable alternative to IMiadel value for large data sets when it is not feasible to
reconstruct solid polygonal model (mesh).

Calibrate white balance
Additional option to be switched on if white balance should be evened as well.

Build Texture

The texture feature allows to build different types of textures for amodel.

A Togenerate 3D model texture
1. Select Build Texture... command from the Workflow menu.

2.  Select the desired texture generation parameters in the Build Texture dialog box. Click OK button
when done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Texture generation parameters
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Build Texture A

General

Texture type: Diffuse map

Source data: Images

Mapping mode: GEneric

Blending mode: Mosaic (default)

Texture sizefcount: 3192 x 1
Advanced

-/ Enable hole filing
Enable ghosting filter

Transfer texture

Cancel
“Build Texture’ dialog

The following parameters control various aspects of texture atlas generation:

Texturetype
Diffusemaps=ithe basic texture that stores the colors of the model surface.

Nor mal map=texturemapithatialowsito cal culate the illumination of the model gartsifrom different
light sources in the post-processing workflow.

Occlusion map ssatexture that contai ns pre-cal cul ated shading information from background lighting.

Source data

('mages=alow tolbuild a color texturesmap (diffuseimap)ibased on the aligned images of the model
or transferred:from another model with already (generated col or texturesmap.

3D model=the normal @ndocclusionitexturemapsican be built basedion another model and the relief
of the model specified in the Sourcerdatarfieldiwill be transferred to the current model. (@suallyiit

Mapping mode
The texture mapping mode determines how the object texture will be packed in the texture atlas.
Proper texture mapping mode selection helps to obtain optimal texture packing and, consequently,
better visual quality of the final model.

The default mode is the (Genericmapping'mode; it allows to parametrize texture atlas for arbitrary
geometry. No assumptions regarding the type of the scene to be processed are made; program tries
to create as uniform texture as possible.

In the Orthophoto mapping mode the whol e object surface istextured in the orthographic projection.
The Orthophoto mapping mode produces even more compact texture representation than the

Adaptiverthophotomodeat the expense of texture quality in vertical regions.
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In the Adaptive orthophoto mapping mode the object surface is split into the flat part and vertical
regions. The flat part of the surface is textured using the orthographic projection, while vertical
regionsaretextured separatel y to maintain accurate texture representation in such regions. Wheninthe
Adaptive orthophoto mapping mode, program tends to produce more compact texture representation
for nearly planar scenes, while maintaining good texture quality for vertical surfaces, such as walls
of the buildings.

Sphericalimapping'mode is appropriate only to a certain class of objects that have a ball-like form.
It allows for continuous texture atlas being exported for this type of objects, so that it is much easier
to edit it later. When generating texture in Spherical mapping mode it is crucial to set the Bounding
box properly. The whole model should be within the Bounding box. The red side of the Bounding
box should be under the model; it defines the axis of the spherical projection. The marks on the front
side determine the O meridian.

The Singlecameramapping’mode allows to generate texture from a single(imagerTheimageto be
used for texturing can be selected from 'Texture from' list.

A The Keep uv mapping mode generates texture atlas using current texture parametrization. It can
be used to rebuild texture atlas using different resolution or to generate the atlas for the model
parametrized in the external software.

Blending mode (not used in Single camera mapping mode)
Selectstheway how color values of pixelsfrom different cameraswill be combined inthefinal texture.

VIiesaic™=i mplies two-step approach: it does blending of low frequency component for overlapping
images to avoid seamline problem (weighted average, weight being dependent on a number of
parameters including proximity of the pixel in question to the center of the image), while high
frequency component, that isin charge of picture details, is taken from a single image - the one that
presents good resolution for the area of interest while the camera view is ailmost along the normal to
the reconstructed surface in that point.

Aver age =stisessthe weighted average value of al pixels from individual photos, the weight being
dependent on the same parametersthat are considered for high frequency component in mosaic mode.

M ax (Intensity’='theimagewhich has maximum intensity of the corresponding pixel is selected.
Min Iintensity =theimagewhich has minimum intensity of the corresponding pixel is selected.

Disabled - theimageito take the color value for the pixel from is chosen like the one for the high
frequency component in mosaic mode.

Texturesize/ count
Specifies the size (width & height) of the texture atlas in pixels and determines the number of files
for texture to be exported to. Exporting texture to severa files allows to archive greater resolution of
the final model texture, while export of high resolution texture to a single file can fail due to RAM
limitations.

Multi-pagetexture atlas generation is supported for Generic mapping mode only and K eep UV option,
if the imported model contains proper texture layout.

Additionally the following advanced parameters can be adjusted.

Enable holefilling
Thisoption is enabled on default since it helps to avoid salt-and-pepper effect in case of complicated
surface with numerous tiny parts shading other parts of the model. Only in case of very specific tasks
might it be recommended to switch the function off.
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Enable ghosting filter
In case the scene includes some thin structures or moving objects which failed to be reconstructed
as part of polygona model, it can be useful to switch on this option to avoid ghosting effect on the
resulting texture.

[{ Note

* HDR texture generation requires HDR photos on input.

Improving texture quality

To improve resulting texture quality it may be reasonable to exclude poorly focused images from
processing at thisstep. M etashape suggests automatic image quality estimation feature. Imageswith quality
value of less than 0.5 units are recommended to be disabled and thus excluded from texture generation

procedure. To disable@nimageuse @ Disable button from the Photos pane toolbar.

L Metashape estimates image quality as a relative sharpness of the imagewith respect to other images in
the data set. The value of the parameter is calculated based on the sharpness level of the most focused
part of the picture.

Y ou can improve the texture using the Remove Lighting tool. Read more in (Editing textures section of
the Manual for details.

To estimate image quality

1 Switch to the detailed view in the Photos pane using == Details command from the Change menu

on the Photos pane toolbar.
2. Select dl imagesito be analyzed on the Photos pane.

3. Right button click on the selected image(s)iand choose Estimate Image Quality command from the
context menu.

4. Once the analysis procedure is over, a figure indicating estimated image quality vaue will be
displayed in the Quality column on the Photos pane.

Building tiled model

Hierarchical tiles format is a good solution for city scale modeling. It allows for responsive visualization
of large area 3D models in high resolution. The tiled model can be either opened in Metashape itself or
with Agisoft Viewer - acomplementary tool included in Metashape installer package, or with some other
external application which supports a hierarchical tiles format.

Tiled model is build based on dense point cloud, mesh or depth maps data. Hierarchical tiles are textured
from the source imagery.

[{ Note

» Build Tiled Model procedure can be performed only for projects saved in .PSX format.

« More than one instance of Tiled Model can be stored in one chunk. In case you want to save
current Tiled Model instance and build new onein current chunk, right-click on Tiled Model and
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uncheck Setlas@default option. In case you want to save current Tiled Model instance and edit its
copy, right-click on Tiled Model and chooseDuplicate option.

To build atiled model

1. Check the reconstruction volume bounding box - tiled model will be generated for the area within
bounding box only. To adjust the bounding box use the % Move Region, Resize Region and

82’ Rotate Region toolbar buttons. Rotate the bounding box and then drag corners of the box to the
desired positions.

2.  Select the Build Tiled Model... command from the Workflow menu.

3. Inthe Build Tiled model dialog box select the desired reconstruction parameters. Click OK button
when done.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

+Reconstruction parameters

Build Tiled Model

General
Source data: Dense doud
Quality:
Pixel size (m): 0.041323
Tile size: 256
Face count: Mediumn
Advanced

Transfer model texture

m

Enable ghosting filter

s

ok ] Cancel

"Build Tiled Model" diaog

aepn maps

m
m

—
=]

Sour ce data
Depthimaps) Recommendedifor large projects when Build Mesh procedure is not feasible due to
processing time and result management issues.

Dense cloud. Can be used as an alternative to the depth maps based option in case the dense cloud has
been already generated for any other purposes, whereas the depth maps are not stored in the project
or have been generated with the filtering option different from Mild.

Mesh. Allows to keep all the detailsin the tiled model if a very detailed mesh has been generated
previously.

41


比較 : 挿入�
テキスト
"General workflow"

比較 : 置換�
テキスト
[旧 テキスト] :""Set"

[新 テキスト] :"Set"
次の テキスト 属性は変更されました : 
   フォント

比較 : 置換�
テキスト
[旧 テキスト] :"default""

[新 テキスト] :"default"
次の テキスト 属性は変更されました : 
   フォント

比較 : 置換�
テキスト
[旧 テキスト] :""Duplicate""

[新 テキスト] :"Duplicate"
次の テキスト 属性は変更されました : 
   フォント

比較 : 削除�
テキスト
"General workflow"

比較 : 挿入�
テキスト
""Build Tiled Model" dialog"

比較 : 挿入�
テキスト
"Depth maps."

比較 : 置換�
テキスト
[旧 テキスト] :"Depth maps.Recommended"

[新 テキスト] :"Recommended"
次の テキスト 属性は変更されました : 
   フォント
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Pixel size (m)
Suggested value shows automatically estimated pixel size due to input imagery effective resolution.
It can be set by the user in meters.

Tilesize
Tile size can be set in pixels. For smaller tiles faster visualization should be expected.

Face count
Suggested values (High, Medium, Low) present optimal number of polygons for atiled model block
of acorresponding level of detail. Itisstill possiblefor auser to indicate the target number of polygons
in the final mesh through the Custom value of the Face count parameter.

Quality

Specifies the desired reconstruction quality of the depth maps, providing that they are selected as a
source option. Higher quality settings can be used to obtain more detailed and accurate geometry, but
they require longer time for the processing. Interpretation of the quality parameters here is similar to
that of accuracy settings given in Photo Alignment section. The only difference is that in this case
Ultra High quality setting means processing of origina photos, while each following step implies
preliminary image size downscaling by factor of 4 (2 times by each side). For depth maps based tiled
model generation Mild filtering option is used, unless Reuse depth maps option is enabled.

Additionally the following advanced parameters can be adjusted.

Transfer model texture
If there is a textured mesh model in the chunk, its texture can be reused for the tiled model texture
generation instead of sourceimages. Theoptionisonly availableif Meshis selected asa Source option
for the tiled model generation.

Enable ghosting filter
In case the scene includes some thin structures or moving objects which fails to be reconstructed as
part of polygonal model, it can be useful to enable this option to avoid ghosting effect on the resulting
texture.

Reuse depth maps
Depth maps available in the chunk can be reused for the tiled model generation operation. Select
respective Quality and Depth filtering parameters values (see info next to Depth maps label on the
Workspace pane) in Build Tiled Model dialog and then check Reuse depth maps option. The optionis
only available if Depth maps are selected as a Source option for the tiled model generation.

Import Tiled Model
In Metashape you can add atile model to aproject using Import Tile Model command from the File menu.

4 Tiled model can be imported in Agisoft Tiled Model format.

Building digital elevation model

Digital elevation model (DEM) is a2.5D model of a surface represented in aform of aregular grid, with
height values stored perevery celllof the'grid:In'Metashape DEM can be rasterized from a dense point
cloud, sparsg cloud, (meshiorgeneratedidirectlyifromidepth maps:

Metashape allowsto create both digital surface model (DSM), i.e. 2.5D model of the Earth surface with all
the objects on it, and digita terrain model (DTM) which represents the bare ground surface without any
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General workflow

objectslike plantsand buildings. DTM can be built only based on the dense point cloud data, which should
be classified into ground points and other semantic classes before DTM generation step. See Classifying
dense point cloud section of the manual for information about options to classify/filter dense point cloud
in Metashape software.

M etashape enables to perform(DSMIDTM=based point, distance, area, @divolumemeasurementsyas well
as generate cross-sections for thelpart of the scene selected by, user. (Furthermore;DEM can serve as
arsourceforicontour lines @alculationsiwithin M etashape Software®More information on measurement
functionality can be found in Performing measurements on DEMeSectionofithermanual:

4 Note

» Build DEM procedure can be performed only for projects saved in .PSX format.

« DEM can be calculated for referenced or scaled projects only. So make sure that you have set
a coordinate system for your model or specified at least one reference distance before going to
build DEM operation. For guidance on Setting coordinate system please go to Setting coordinate
system

» Morethan oneinstance of DEM can be stored in one chunk. In case you want to save curent DEM
instance and build new one in current chunk, right-click on DEM and uncheck Sethas default
option. In case you want to save current DEM instance and edit its copy, right-click on DEM
and chooseDuplicate option.

DEM iscalculated for the part of the model within the bounding box. To adjust the bounding box use the

% Resize Region and 22; Rotate Region toolbar buttons. Rotate the bounding box and then drag corners
of the box to the desired positions.

To build DEM
1. Sedlect the Build DEM... command from the Wor kflow menu.

2. Inthe Build DEM dialog box set Coordinate system for the DEM (@enerationior choose the projection
type.

3. Select source datafor DEM rasterization.
4, Click OK button when done.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Build DEM parameters
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Genera workflow

Build DEM

Projection

Type: Geographic Planar Cylindrical

WGE5 84 (EPSG::4326)

Parameters

Source data: Dense doud
Quality:

Interpolation: Enabled {default)

Point dasses: All

Advanced

Depth filtering:

Reuse depth maps

Region
Setup boundaries:  5.651350 - | 5.656036 X
Reset 51.990857 - | 51993418 Y
Resolution {m): 0.274365

Total size (pix): 1171 ¥ 1032

ok ] Cancel

"Build DEM" dialog

Projection type

Geogr aphic @alowsito choose a geographic coordinate system from the dropdown list or upload
parameters of a customized geographical coordinate system. The coordinate system set by default
is the coordinate system previously selected for the model itself. Y ou can switch to a different one,
providing that corresponding datum transformation parameters are available.

Planar: Metashape allows to project DEM onto a plane set by the user. You can select projection
plane and orientation of the resulting DEM. The plane can be determined by a set of markers (if there
areno 3 markersin adesired projection planeit can be specified with 2 vectors, i. e. 4 markers). Planar
projection type may be useful for DEM generation in projects concerning facades, for example.
Cylindrical @allowsto project DEM on acylindrical surface. Inthis case height valueis calculated as
the distance from the model surface to the cylindrical surface. Refer to Building orthomosaic section
to see the options.

-
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Sour ce data
It is recommended to calculate DEM based on Dense(Cloud data)as this option allows to perform
the point classification and surface generation based on the certain classes only. If the classification
is not required and the dense cloud is not needed by the task requirements, Depths(Viapsioptioniis
recommended. Preliminary elevation data results can be generated from a Spar se Cloud, avoiding
Build Dense Cloud step for time limitation reasons. (Mieshiand'T iled (Miedel optionsican be used, if
DEM should follow the polygonal model precisely or dense cloud has not been reconstructed.

Quality
Specifies the desired reconstruction quality of the depth maps, providing that they are selected as a
source option. Higher quality settings can be used to obtain more detailed and accurate moedel;but
they require longer time for the processing. I nterpretation of the quality parameters hereis similar to
that of accuracy settings given in Photo Alignment section. The only difference is that in this case
Ultra High quality setting means processing of origina photos, while each following step implies
preliminary image size downscaling by factor of 4 (2 times by each side). |

Inter polation
If interpolation mode is Disabled it leads to accurate reconstruction results since only areas
corresponding to point cloud or polygonal points are reconstructed. Usualy this method is
recommended for Mesh and Tiled Model data source.

With Enabled (default)interpolationimode M etashape will calculate DEM for al areas of the scene
that arevisible on at least oneimage. Enabled (default) setting isrecommended for DEM generation.

In Extrapolated mode the program generates holeless model with some elevation data being
extrapolated up to the bounding box extents.

Point classes
The parameter alows to select a point class (classes) that will be used for DEM calcul ation.

To generate digital terrain model (DTM), it is necessary to classify dense cloud points first in order to
divide them in at least two classes: ground points and the rest. Please refer to Classifying dense (point
cloud section to read about dense point cloud classification options. Select Ground value for Point class
parameter in Build DEM dialog to generate DTM.

M etashape generates DEM only for the area inside the bounding box. To calculate DEM for a particular
rectangular part of the project, use Region section of the Build DEM diaog. Indicate coordinates of the
bottom left and top right corners of the region you would like to build the DEM for. Suggested values
indicate coordinates of the bottom left and top right corners of the whole area to be rasterized, the area
being defined with the bounding box.

Resolution value shows effective ground resolution for the DEM estimated for the source data. Size of the
resulting DEM, calculated with respect to the ground resolution, is presented in Total size section fields.

Building orthomosaic

Orthomosaic is a combined image created by seamless merging of the origina images projected on the
object surface and transformed to the selected projection. A polygona model (mesh) or adigital elevation
model can be selected as a surface where the images will be projected to.

Metashape allows using one of the following projection types. Geographic, Planar or Cylindrical.
Geographic projection servesfor most typical task of creation an orthomosaic in ageographica coordinate
system. Planar projection allows to select arbitrary orientation of projection plane which is useful for
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projects concerning facades or other non-horizontal surfaces. To minimize distortions for objects of a
cylindrical shape, like tubes, round towers, tunnels, etc., a Cylindrical projection type can be used.

Metashape enables to perform orthomosaic seamline editing for better visual results (see Orthomosaic
seamlines editing section of the manual).

For multispectral imagery processing workflow Ortho view tab presents Raster Calculator tool for NDVI
and other vegetation indices calculation to analyze crop problems and generate prescriptions for variable
rate farming equipment. Moreinformation on NDV| calculation functionality can be found in\Vegetation
indices calculation section.

4 Note

 Build Orthomosaic procedure can be performed only for projectssavedin .PSX format for chunks
with the existing mesh or DEM.

« More than one instance of Orthomosaic can be stored in one chunk. In case you want to save
current Orthomosaic instance and build new one in current chunk, right-click on Orthomosaic
on the Workspace pane and uncheck Sethas @default option. In case you want to save current
Orthomosai ¢ instance and edit its copy, right-click on Orthomosaic and chooseDuplicate option.

« In the Ortho view a Basemap for the orthophotomosaic can be included as a bottom layer.
Select Show Basemap from the Ortho view toolbar. In M etashape two modes of the Basemap are
supported: Map and Satellite. Map - displays map tiles using Open Street Map. Satellite option

display satellite layer. |
If the lighting conditions have been changing significantly during capturing scenario, it isrecommended to
useCalibratecolors option from the Tools menu before Build orthomosai ¢ procedure. The option can help
to even brightness and white balance of the images over the data set. Please note that for large data sets

Calibrate colors procedure can turn out to be quite time consuming. Seglinformationienicoloricalibration
parameters inBuilding'imodel texture'section:

To build Orthomosaic
1. Select the Build Orthomosaic... command from the Workflow menu.

42. In the Build Orthomosaic dialog box seleet?Coordinate system infwhichithe ©rthomosaiciwill=be
generatedior select projection type.

3. Select type of Surface datathat will be used to build the orthophoto.
4. Click OK button when done.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Build orthomosaic parameters
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General workflow

Build Orthomosaic

Projection

Type: Geographic Flanar Cylindrica

Parameters

Surface: DEM

Blending mode: Mosaic (default)
Refine seamiines
Enable hole filling
Enable ghosting filter

Enable badk-face culling

Fixel size (%) 2.13235e-06 ¥
[ Metres... | 1.316672-06 Y
Max. dimension (pix): 4096
Region
Setup boundaries: - X
- v
Total size (pix): X

"Build Orthomosaic" dialog

Geographic @alowsito choose a geographic coordinate system from the dropdown list or upload
parameters of a customized geographical coordinate system. The coordinate system set by default
is the coordinate system previously selected for the model itself. Y ou can switch to a different one,
providing that corresponding datum transformation parameters are available.

Planar . Metashape allows to project the orthomosaic onto a plane set by the user, providing that mesh
isselected asthe surface type. Y ou can select projection plane and orientation of the orthomosaic. The
plane can be determined by a set of markers (if there are no 3 markersin adesired projection plane it
can be specified with 2 vectors, i. e. 4 markers). Planar projection type may be useful for orthomosaic
generation in projects concerning facades or other vertical surfaces.
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Cylindrical - allowsto project orthomosaic on acylindrical surface. It helpsto avoid severedistortions
while projecting cylindrical objects, like tubes, round towers, tunnels, etc.

To project 3D pointson acylindrical surface oneneedsto: 1) definethecylinder, i.e. defineitsaxisand
itsradius; 2) drop aperpendicular fromthe 3D point to the axisof the cylinder - the point of intersection
of the perpendicular and the cylindrical surface isthe projection of the 3D point in question; 3) agree
on how to define x and y coordinates of a point on the cylinder. For the purpose of orthomosaic and
DEM generation in cylindrical projection Metashape defines x and y coordinates of a point on the
cylinder in the following way: x - along the curve in the zero-plane, y - along the zero-element of the
cylindrical surface (zero-line), where zero-plane and zero-line are to be defined.

M etashape offers four methods to perform projecting on cylindrical surface. They differ in how the
four core elements - cylinder axis and radius, zero-plane and zero-line - are defined.

CurrentiRegionyThecylinder isinscribed in the Bounding box: the axis goes through the cross sign
on the bottom side of the Bounding box perpendicular to the bottom plane; the radiusis defined as one
half of the shorter side of the rectangle in the bottom of the Bounding box. Zero-plane goes through
the center of the Bounding box perpendicular to the axis; zero-line belongs to the Bounding box side
which is opposite to the side with the vertical marks.

Current View. The axisis set as the line from the viewpoint to the center of rotation for the model.
Radius is defined as one half of the shortest of all the edges of the Bounding box. Zero-plane goes
through the center of rotation for the model perpendicular to the axis; zero-line goes through the
highest point (in monitor-related coordinate system) of the curve in the zero-plane.

Markers. At least three marker are required. The first pair sets the axis. The third marker defines
zero-point, i.e. defines zero-plane and zero-line, on condition that radiusis the distance from the third
marker to the axis.

XIXIZ)Thewaxis is the line parallel to the corresponding Cartesian axis - X/Y/Z, going through the
center of the Bounding box. Radius (r) is defined as one half of the shortest edge of the Bounding box.

| Zero-plane goes through the center of the Bounding box perpendicular to the axis; zero-line is the
line opposite to the cut line. The cut line definition for each of the three possible optionsisillustrated
on the Figure below.

I nterior (projection'option’allows to switch to projecting on the inner surface of the cylinder.

Surface
Orthomosaic creation based on DEM data is especially efficient for aerial survey data processing
scenarios alowing for time saving on mesh generation step. Alternatively, mesh surface type allows
to create orthomosaic for less common, yet quite demanded applications, like orthomosaic generation
for facades of the buildings or other models that might be not referenced at all.
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Blending mode
M osaic (default) @implementsSapproach with data division into several frequency domainswhich are
blended independently. The highest frequency component is blended along the seamline only, each
further step away from the seamline resulting in aless number of domains being subject to blending.
Average=luses the weighted average color value of al pixels from individual images.
In Disabled mode the color value for the pixel is taken from the image with the camera view being
almost along the normal to the reconstructed surface in that point.

Pixel size
| Default value for pixel sizein Export Orthomosaic dialog refersto ground sampling resolution, thus,
it is useless to set a smaller value: the number of pixels would increase, but the effective resolution
would not. However, if it is meaningful for the purpose, pixel size value can be changed by the user
in coordinate system units or in meters.

Max. dimension (pix)
The parameter allows to set maximal dimension for the resulting raster data.

Back face culling
The option allows to neglect on projecting parts of the surface where normals are counter directed to
the targeted projection plane.

Enable holefilling
Thisoption is enabled on default since it helps to avoid salt-and-pepper effect in case of complicated
surface with numeroustiny parts shading other parts of the source surface model. Only in case of very
specific tasks might it be recommended to switch the function off.

Enable ghosting filter
This option uses nadir (or close to nadir) images for orthomosaic generation.

Refine seamlines
 The option is recommended to be used for DTM-based orthomosaics in order to make automatically
created seamlines to bypass buildings and other complex objectsin order to avoid visual artefacts on
the final image and time consuming manual orthomosaic patching.

| Metashape generates orthomosaic only for the areainside the bounding box. However, if the orthomosaic
should be generated for a particular (rectangular) part of the project, Region section of the Build
Orthomosaic dialog should be used for indication of the coordinates of the bottom | eft and top right corners
of the region to be applied in the left and right columns of the textboxes respectively. Estimate button
allows you to see the coordinates of the bottom left and top right corners of the whole area.

Estimate button al so enablesto control total size of theresulting orthomosai c dataaccording to the currently
selected reconstruction area and resolution (Pixel size or Max. dimension parameters). The information is
shown in the Total size (pix) section fields.

Import Orthomosaic

M etashape allows to import a orthomosaic in project. Y ou can use Import Orthomosaic... command from
the File menu. In the Import Orthomosai ¢ dialog browse to afile and select coordinate system.

Orthomosaic can be imported in GeoTIFF Raster Data format.

Saving intermediate results

Certain stages of 3D model reconstruction can take a long time. The full chain of operations could
eventually last for 4-6 hours when building a model from hundreds of photos. It is not always possible to
complete al the operations in one run. Metashape allows to save intermediate results in a project file.
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Metashape project archive (.PS2)

Metashape Archive files (*.psz) may contain the following information:
* List of loaded photographs with reference paths to the image files.

» Photo alignment data such as information on camera positions, sparse point cloud model and set of
refined camera calibration parameters for each calibration group.

» Masks applied to the photosin project.
» Depth maps for cameras.
» Dense point cloud model with information on points classification.

* Reconstructed 3D polygonal model with any changes made by user. This includes mesh and texture
if it was built.

 List of added markers aswell as of scale-bars and information on their positions.
* Structure of the project, i.e. number of chunksin the project and their content.

Notethat since M etashape tends to generate extradense point cloudsand highly detailed polygona models,
project saving procedure can take up quite along time.

Metashape project file (.PSX)

The software also allows to save Metashape Project file (*.psx) which stores the links to the processing
resultsin *.psx file and the dataitself in * .files structured archive. Thisformat enables responsive loading
of large data (dense point clouds, meshes, etc.), thus avoiding delays on reopening a thousands-of -photos
project. DEM, orthomosaic and tiled model generation options are available only for projects saved in
PSX format.

 You can save the project at the end of any processing stage and return to it later. To restart work simply
load the corresponding file into Metashape. Project files can also serve as backup files or be used to save
different versions of the same model.

Project files use relative paths to reference original photos. Thus, when moving or copying the project file
to another location do not forget to move or copy photographs with all the folder structure involved as
well. Otherwise, Metashape will fail to run any operation requiring source images, although the project
file including the reconstructed model will be loaded up correctly. Alternatively, you can enable Store
absolute image paths option on the Advanced tab of the Preferences dialog available from Tools menu.

Exporting results

M etashape supports export of processing resultsin various representations. sparse and dense point clouds,
camera calibration and camera orientation data, mesh, etc. Orthomosaics and digital elevation models
(both DSM and DTM), as well as tiled models can be generated according to the user requirements.

Point cloud and camera calibration data can be exported right after photo alignment iscompleted. All other
export options are available after the corresponding processing step.

If you are going to export the results (point cloud / mesh/ tiled model ) for the chunk that is not referenced,
please note that the resulting file will be oriented according to a default coordinate system (see axes in
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the bottom right corner of the Model view), i. e. the model can be shown differently from what you see
in Metashape window.

i
To aign the model orientation with the default coordinate system use “i#* Rotate object button from the

F
Toolbar. @ Move object and “& Scale object instruments can be used to adjust the size and location of
the unreferenced model.

In some cases editing model geometry in the external software may be required. M etashape supports model
export for editing in external software and then allows to import it back as it is described in the Editing
model geometry section of the manual.

Main export commands are available from the File menu.

Point cloud export

To export sparse or dense point cloud
1. Select Export Points... command from the File menu.
2. Browsethe destination folder, choose the file type, and print in the file name. Click Save button.

3. Inthe Export Points dialog box select desired typeiof (pointicloud:Sparseipoint cloud or [Dense point
cloud.

4. Specify the coordinate system and indicate export parameters applicable to the selected file type,
including the dense cloud classes to be saved.

5. Click OK button to start export.

6. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Split in blocks option in the Export Points dialog can be useful for exporting large projects. It is available
for referenced models only. Y ou can indicate the size of the section in xy plane (in meters) for the point
cloud to be divided into respective rectangular blocks. The total volume of the 3D sceneis limited with

| the Bounding Box. The whole volume will be split in equal blocks starting from the point with minimum
x and y values. Note that empty blocks will not be saved.

In some casesit may be reasonableto edit point cloud before exporting it. To read about point cloud editing
refer to the Editing point cloud section of the manual.

M etashape supports point cloud export in the following formats:
» Wavefront OBJ (*.obj)

o Stanford PLY (*.ply)

» XYZ Point Cloud (*.txt)

« ASPRSLAS (*.las)

e LAZ (*.la2)

« ASTM E57 (*.€57)

» Topcon CL3 (*.cl3)
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« ASCII PTS (*.pts)

* Autodesk DXF (*.dxf)
» U3D (*.u3d)

e Adobe PDF (*.pdf)
 Point Cloud Data (*.pcd)
* potree (*.zip)

e Cesium 3D Tiles (*.zip)
* Agisoft OC3 (*.0c3)

4 Note

e Saving color information of the point cloud is not supported by the OBJ and DXF formats.

e Saving point normals information is not supported by the LAS, LAZ, PTS, CL3 and DXF
formats.

M etashape supports direct uploading of the point clouds to the following resources. 4DMapper, PointBox,
PointScene and Sketchfab. To publish your point cloud online use Upload Data... command from the File
menul.

Tie points and camera calibration, orientation data
export

To export camera calibration and camera orientation data select Export Cameras... command from the
File menu.

M etashape supports camera data export in the following formats:
¢ Agisoft XML structure (*.xml)

» Bundler OUT file format (*.out)

* CHAN fileformat (*.chan)

e Boujou TXT fileformat (*.txt)

* Realviz RZML format (*.rzml)

» Omega Phi Kappatext file format (*.txt)

e PATB project (*.pro)

* BINGO project file (*.dat)

* ORIMA file (*.txt)

» AeroSys Exterior orientation (*.orn)

* Inpho project file (*.prj)
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Summit Evolution project (*.smtxml)

Blocks Exchange (* .xml)

Alembic (*.abc)

Autodesk FBX (*.fbx)

4  Note

« Cameradata export in Bundler and Boujou file formats will save sparse point cloud datain the
samefile.

» Cameradata export in Bundler file format would not save distortion coefficients k3, k4.

To export control points and tie points data one should choose one of the following export formats in the
Export Camerasdialog: BINGO, ORIMA, PATB, Summit Evolution or Blocks exchange. Tie points and

Control points can be exported only along with intefiorandexterionorientationparametersof thecameras)

eracalibration

To export / import camera calibration data only select Camera Calibration... command from the Tools

menu. Using = buttonsitis possibleto load / save camera calibration datain the following formats:
e Agisoft Camera Calibration (*.xml)
e Australis Camera Parameters (*.txt)

¢ Australisv7 Camera Parameters (*.txt)
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» PhotoModeler Camera Calibration (*.ini)
» 3DM CalibCam Camera Parameters (*.txt)
e CaCam Camera Calibration (*.cal)
¢ Inpho Camera Calibration (*.txt)
u* USGS Camera Calibration (* .txt)
» Pix4D Camera Calibration (*.cam)
* OpenCV Camera Calibration (*.xml)

» Z/I Distortion Grid (*.dat)

Panorama export

Metashape is capable of panorama stitching for images taken from the same camera position - camera
station. To indicate for the software that loaded images have been taken from one camera station, one
should move those photos to a camera group and assign Camera Station type to it. For information on
camera groups refer to Loading images section.

To export panorama
1. Select Export Panorama... command from the File menu.
2. Select camera group which panorama should be previewed for.

3. Choose panoramaorientation in the file with the hel p of navigation buttonsto the right of the preview
window in the Export Panorama dialog.

4. Set exporting parameters: select camera groups which panorama should be exported for and indicate
export file name mask.

5. Click OK button
6. Browse the destination folder and click Save button.

Additionally, you can set boundaries for the region of panorama to be exported using Setup boundaries
section of the Export Panorama dialog. Text boxes in the first line (X) alow to indicate the angle in the
horizontal plane and the second line () servesfor anglein the vertical planelimits. Image size (pix) option
enables to control the dimensions of the exported image file.

M etashape supports panorama export in the following formats:
* JPEG (*.jpg, *.jpeg)
JPEG 2000 (*.jp2)

TIFF (*.4if, * tiff)

PNG (*.png)

BMP (*.bmp)

OpenEXR (*.exr)
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TARGA (* tga)

3D model export

To export 3D model

1

L2

If amodel generated with Metashape is to be imported in a 3D editor program for inspection or further
editing, it might be helpful to use Shift function while exporting the model. It allows to set the value to
be subtracted from the respective coordinate value for every vertex in the mesh. Essentialy, this means
trandl ation of themodel coordinate system origin, which may be useful since some 3D editors, for example,
truncate the coordinates values up to 8 or so digits, while in some projects they are decimals that make
sense with respect to model positioning task. So it can be recommended to subtract a value equal to the
whole part of acertain coordinate val ue (see Reference pane, Camera coordinates val ues) before exporting
the model, thus providing for areasonable scale for the model to be processed in a 3D editor program.

M etashape supports model export in the following formats:

Select Export Model... command from the File menu. |
Browse the destination folder, choose the file type, and print in the file name. Click Save button.

In the Export Model dialog specify the coordinate system and indicate export parameters applicable

to the selected file type.

Click OK button to start export.

The progress dialog box will appear displaying the current processing status. To cancel processing

click Cancel button.

Wavefront OBJ (*.obj)
3DSfileformat (*.3ds)
VRML models (*.wrl)
COLLADA (*.dae)

Stanford PLY (*.ply)

X3D models (*.x3d)

STL models (*.stl)

Alembic (*.abc)

Autodesk FBX (*.fbx)
Autodesk DXF Polyline (*.dxf)
Autodesk DXF 3DFace (*.dxf)
Open Scene Graph (*.osgb)
Binary gITF (*.glb)

U3D models (*.u3d)
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e Adobe PDF (*.pdf)
» Google Earth KMZ (*.kmz)

Some fileformats (OBJ, 3DS, VRML, COLLADA, PLY, FBX) save texture image in aseparate file. The
texture file should be kept in the same directory as the main file describing the geometry. If the texture
atlas was not built only the model geometry is exported.

M etashape supports direct uploading of the models to Sketchfab resource. To publish your model online
use Upload Data... command from the File menu.

1+ Tiled model export

To export tiled model
1. Select Export Tiled Model... command from the File menu.
2. Browsethe destination folder, choose the file type, and print in the file name. Click Save button.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

M etashape supports tiled model export in the following formats:
* Cesium 3D Tiles (*.zip)

» Scene Layer Package (*.slpk)

PhotoMesh Layer (*.zip)

Agisoft Tiled Model (*.tls)

Agisoft Tile Archive (*.zip)
» Open Scene Graph (*.osgb)
Agisoft Tiled Model can be visualized in Agisoft Viewer application, which is included in Agisoft
M etashape Professional installation package. Thanksto hierarchical tiles format, it allows to responsively

visualize large models.

M etashape supports direct uploading of the tiled models to the following resources. 4DMapper, Melown
Cloud, Sputnik. To publish your tiled model online use Upload Data... command from the File menu.

Orthomosaic export

To export Orthomosaic
1. Select Export Orthomosaic... command from the File menu.
2. Inthe Export Orthomosaic dialog box specify coordinate system for the Orthomosaic to be saved in.

3. Check Write KML file and / or Write World file options to create files needed to georeference the
orthomosaic in the Google Earth and / or aGIS.

4. Click Export... button to start export.
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5. Browsethe destination folder, choose the file type, and print in the file name. Click Save button.

6. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

4 Note

» Write KML file option is available only if the selected export coordinate system is WGS84 due
to the fact that Google Earth supports only this coordinate system.

« World file specifies coordinates of the four corner vertices of the exporting orthomosaic. This
information is already included in GeoTIFF file, however, iticould be duplicated in the external |
A filesfor some reason. If orthomosaic is exported in JPEG, PNG or BMP file formats and should
have the georeferencing information World file should be written.

If the export file of afixed size is needed, it is possible to set the length of the longer side of the export
filein Max. dimension (pix) parameter. The length should be indicated in pixels.

Solit in blocks option in the Export Orthomosaic dialog can be useful for exporting large projects. You
can indicate the size of the blocks (in pix) for the orthomosaic to be divided into. The whole areawill be
split in equal blocks starting from the point with minimum x and y values. Note that empty blocks will
not be saved.

To export a particular part of the project use Region section of the Export Orthomosaic dialog. Indicate
coordinates of the bottom | eft and top right corners of the region to be exported in theleft and right columns
of the text boxes respectively. Estimate button allows you to see the coordinates of the bottom left and
top right corners of the whole area.

Alternatively, you can indicate the region to be exported using polygon drawing option in the Ortho view
tab of the program window. (For instructions on polygon drawing refer to Shapes section of the manual.)
Once the polygon isdrawn, right-click on the polygon and set it as aboundary of the region to be exported
using Set Boundary Type option from the context menu.

Default value for pixel size in Export Orthomosaic dialog refers to ground sampling resolution, thus, it
isuseless to set a smaller value: the number of pixels would increase, but the effective resolution would
not. If you have chosen to export orthomosaic with a certain pixel size (not using Max. dimension (pix)
option), it is recommended to check estimated Total size (pix) of the resulting file to be sure that it is not
too large to be correctly saved to the targeted file format.

For (Geo)TIFF export compression type may be set by the user. The following options are available;
LZW, JPEG, Packbits, Deflate. Additionally, the file may be saved without compression (None value
of the compression type parameter). Write BigTIFF file option allows to save files bigger than standard
TIFF limit of 4Gb. Total size textbox in the Export Orthomosaic dialog helps to estimate the size of the
resulting file. However, it is recommended to make sure that the application you are planning to open the
orthomosaic with supports BigTIFF format. Alternatively, you can split a large orthomosaic in blocks,
with each block fitting the limits of a standard TIFF file.

While exporting orthomosaic in JPEG format, JPEG quality parameter controls balance between
compression level (i.e. quality of the result) and export file size: the higher the value of the parameter (%)
the more emphasisis on the quality at the expense of alarger resulting file.

The following formats are supported for orthomaosaic export:
e TIFF/GeoTIFF (* tif)

« JPEG 2000 (*.jp2)

57


比較 : 挿入�
テキスト
"General workflow"

比較 : 置換�
テキスト
[旧 テキスト] :"if"

[新 テキスト] :"it"

比較 : 削除�
テキスト
"47"

比較 : 削除�
テキスト
"General workflow"

比較 : 挿入�
テキスト
"57"


General workflow

* JPEG (*.jpg)
* PNG (*.png)
« BMP (*.bmp)
» Google Earth KMZ (*.kmz)
« Google Map Tiles (*.zip)
* MBTiles (*.mbtiles) |
L* World Wind Tiles (*.zip)
« TileMap Service Tiles (*.zip)

M etashape supports direct uploading of the orthomosai csto the following resources: 4ADMapper, MapBox,
Melown Cloud, Picterra, Sputnik. To publish your point cloud online use Upload Data... command from
the File menu.

Multispectral orthomosaic export is supported in GeoTIFF format only. When exporting in other formats,
only primary channel will be saved. Multispectral orthomosaic has all channels of the original imagery.
Optionally the alpha channel may be included that defines transparency being used for no-data areas of
the orthomosaic.

To export Multispectral orthomosaic

1. Select Export Orthomosaic... command from the File menu.

2. Follow steps 2-3 from Orthomosai ¢ export procedure above.

3. Select None value for Raster transform parameter.

4. Click Export button to start export.

5. Browse the destination folder, choose GeoTIFF type, and print in the file name. Click Save button.

6. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

To export Seamlines

1. Select Generate Seamlines... command from the Orthomosaic submenu from the Tools menu.

2. Click right button on Shapes layer on the Wor kspace pane.

3. Select Export Layers from the context menu.

4. Browsethe destination folder, choose the file type, and print in the file name. Click Save button.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

The following formats are supported for seamlines export:
» Shapefiles (*.shp)

« KML files (*.kml)
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o KMZ files (*.kmz)
» DXFfiles (*.dxf)

* GeoJSON (*.geojson)
NDVI data export

Vegetation index data export is available with the Export Orthomosaic... command from the File menu.
V egetation index data can be saved astwo types of data: asagrid of floating point index values calculated |
per pixel of orthomosaic (multichannel orthomosaic if several vegetation indices have been calculated for
the project) or asan orthomosaic in pseudocolors according to apallet set by user (exportsonly datafor the
first vegetation index or combined data for selected 3 vegetation indices, providing that False Color value
is set for the Colorpal ette parameter). The format is controlled with Raster transform option in Export
Orthomosaic / Export Google KMZ / Export Google Map Tiles / Export MBTiles / Export World Wind
Tilesdialogs. None value allowsto export orthomosaic generated for the data before any index calculation
procedure was performed.

Digital Elevation Model (DSM/DTM) export

Metashape allows to calculate and then export both a digital surface model (DSM) and a digital terrain
model (DTM) (see Building digital elevation model section).

To export Digital Elevation Model
1. Select Export DEM... command from the File menu.
2. Inthe Export DEM dialog specify coordinate system to georeference the DEM.

3. Check Write KML file and/or Write World file options to create files needed to georeference the
DEM in the Google Earth and/or a GIS.

4. Click Export button to start export.
5. Browse the destination folder, choose the file type, and print in the file name. Click Save button.

6. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

4 Note

« Write KML file option is available only if the model is georeferenced in WGS84 coordinate
system due to the fact that Google Earth supports only this coordinate system.

* World file specifies coordinates of the four corner vertices of the exporting DEM. This
information is already included in GeoTIFF elevation data as well as in other supported file
formats for DEM export, however, you could duplicate it for some reason.

If export file of afixed sizeisneeded, it is possible to to set the length of the longer side of the export file
in Max. dimension (pix) parameter. The length should be indicated in pixels.

Unlike orthomosaic export, it is sensible to set smaller pixel size compared to the default value in DEM
export dial og; the effective resolution will increase. If you have chosen to export DEM with a certain pixel
size (not using Max. dimension (pix) option), it is recommended to check estimated Total size (pix) of the
resulting file to be sure that it is not too large to be correctly saved to the targeted file format.
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No-data value is used for the points of the grid, where elevation value could not be calculated based on
the source data. Default value is suggested according to the industry standard, however it can be changed
by user.

Split in blocks option in the Export DEM dialog can be useful for exporting large projects or meeting
special DEM requirements. (See Orthomosaic export section for details.)

To export a particular part of the project use Region section of the Export DEM dialog (see Orthomosaic
export section for details). Similarly to orthomosaic export, polygons drawn over the DEM on the Ortho |

 tab of the program window can be set as boundariesfor DEM export. (For instructions on polygon drawing
refer to Shapes section of the manual.)

The following formats are supported for DEM export:

* GeoTIFF elevation data (* .tif)

Arc/Info ASCII Grid (*.asc)

» Band interleaved file format (*.bil)
e XYZfileformat (*.xyz)

e Sputnik KMZ (*.kmz)

» Google Map Tiles (*.zip)

* MBTiles (*.mbtiles)

» World Wind Tiles (*.zip)

* TileMap Service Tiles (*.zip)

Metashape supports direct uploading of the elevation models to the following resources. 4DMapper,
MapBox, Melown Cloud, Sputnik. To publish your elevation model online use Upload Data... command
from the File menu.

4 Note

« In Metashape DEM export colored from RGB palette is supported. Select Palette option in the
Raster transform section of the Export DEM dialog box. The palette option is supported for the
following export formats. TIFF, JPEG, JPEG2000, PNG.

Render Photos

M etashape all owsto render frames from viewpoints specified by the user. Thismay be useful, for example,
in casethetarget sceneisamovingoneanditiscrucia to keep the number of simultaneously taken frames
minimal during capture. A 3D model can be generated based on some optimal humber of photos, and later
on extra frames can be rendered in Metashape software.

This functionality also allowsto correct the initial imagesin such away as to make them appropriate for
lenticular photography.

4 Note

« Thisoption is available after Align photos step. Please note that it works only for unreferenced
chunk.
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Torender extraframesfrom a 3D model

9.

10.

Select Render Photos.. command of Export subcommand of File menu.
In the Render Photos dialog output image size and filename templ ate.
Check (Interpolate’i mage positions:

Specify the number of imagesto be rendered. |

Specify the quality for depth maps cal culation (see Building dense point cloud section) and click OK
button.

In the Model view drag the plane of zero parallax to the desired position.

Specify the export area (the part of the scene to be rendered) - adjust the size of the gray plane (drag
the corners). Note that yellow rectangles indicate the footprint for al input images.

Adjust the step between the viewpoints for imagesto be rendered. They are marked with blue points.
Drag the starting/ending blue dots.

Click OK button in the top part of the Model view.

Specify the folder for the rendered images to be stored to and click OK button.

To correct theinput images for the lenticular photography

1
2.

7.
8.

Select Render Photos.. command of Export subcommand of File menu.
In the Render Photos dialog output image size and filename templ ate.
Uncheck (interpolatei magepositions and click OK button.

In the Model view drag the plane of zero parallax to the desired position.

Specify the export area (the part of the scene to be rendered) - adjust the size of the gray plane (drag
the corners). Note that yellow rectangles indicate the footprint for al input images.

Adjust the step between the viewpoints for images to be rendered. They are marked with blue points.
Drag the starting/ending blue dots.

Click OK button in the top part of the Model view.

Specify the folder for the rendered images to be stored to and click OK button.

Extra products to export

In addition to main targeted products M etashape allows to export seme:cther processing results, like:

=(Convertiimages® command iSiavail able from Export submenu of the Filefmenuandallowstoexport free
of lens distortions and geometrically corrected images. It also allowsto convert largeimagesto a pyramid-
optimized TIFF format for prompt navigation in the Photo view mode.

In the Parameter s section of the Convert Images dialog window the user can check the following options:
Correct distortions, Center principal point, Square pixels, Apply color correction and Update GPS meta
data. Metashape supports export of the images with GPS data refined during alignment and additionally
corrected basing on the GCPs (if those were used in the project). Filename template for converted images
should also be specified in the dialog window.
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In the Compression section of the Convert Images dialog window the user can set one of the suggested
TIFF compression parameters: LSW, JPEG, Packbits, Deflate; set JPEG quality and specify if Tiled TIFF,
BigTIFFfile or TIFF overviews should also be saved. The corrections can be applied to all cameras, entire
workspace, selected cameras or even to a current photo.

= Depth map for any image (Export Depth... command available from photo context menu). Y ou can export
diffuse map, depth map and normal map.

= Individually orthorectified images (Export Orthophotos... command available from Export submenu of
the File menu).

= High resolution image of the model asit is shown in the Model view or in Ortho view mode. Capture
View command available from the context menu shown on right button click in the Model or Ortho view.

£ Note

* You need to have mesh model generated in the chunk in order to export diffuse map, depth map
and normal map. i

L Survey Statistics

M etashape generates a report with Survey Statistics. Survey Satistics contains information about camera
overlap, cameralocations, camerarotationsand ground control points. To createareport inthe PDF format,
read Processing report generation section.

To create Survey Statistics
1. Select Survey Satistics command from the Tools menu.

2. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

3. In the Survey Satistics dialog displayed camera overlap, camera locations, camera rotations and
ground control points. Information about survey statistics can be export in the following format:
JPEG, JPEG 2000, PNG, TIFF, BMP, OpenEXR, TARGA.

4. Click Close button to close the dialog.

Survey Statisticsabs

Cameraoverlap
Image with camera |l ocations and image overlap.

Cameralocations
Image with cameralocations and error estimates. Z error is represented by ellipse color. X,Y error are
represented by ellipse shape. Estimated camera locations are marked with a block dot.

Camerarotations
Image shows camera orientations and error estimates

Ground control points
I mage Shows control and check pointi ocations and error estimates. Z error is represented by ellipse
color. X,Y errors are represented by ellipse shape. Estimated locations are marked with a dot foF
control points or T-crossing for check points.
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Processing report generation

Metashape supports automatic processing report generation in PDF format, which contains the basic
parameters of the project, processing results and accuracy evaluations.

To generate processing report

1

2.

3.

Select Generate Report... command from the File menu.
Browse the destination folder, choose the file type, and print in the file name. Click Save button.

The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

M etashape processing report presents the following data:

l.

Orthomosaic sketch.

Survey data including coverage area, flying altitude, GSD, general camera(s) info, as well as overlap
gtatistics. |

Cameracalibration results: figures and an illustration for every sensor involved in the project.
Camera positioning and orientation error estimates.

Ground control and check points error estimates.

Scale bars estimated distances and measurement errors.

Digital elevation model sketch with resolution and point density info.

Processing parameters used at every stage of the project.

[ Note

» Processing report can be exported after alignment step.

Survey Data

Fig. Cameralocations and image@verlap=shows the model and position the camerasis shown and the
number of overlapsisdisplayed in color.

Number of images=total number of images uploaded into the project.

Camer astations=inumber of aligned images.

Flying @ltitude=laverage height above ground level.
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Tiefpoints=total number of valid tie points (equals to the number of points in the sparse cloud).
Ground Fesolution=leffective ground resolution averaged over al aligned images.
Projections=total number of projections of valid tie points.

Coverageareas=ssize of the area that has been surveyed.

Repr oj ection errors=aroot mean sgquare reprojection error averaged over all tie points on all images.

Table. Cameras - table with the parameters. camera model, resolution, focal length, pixel size, |
precalibrated.

Reprojection error is the distance between the point on the image where a reconstructed 3D point can be
projected and the original projection of that 3D point detected on the photo and used as a basis for the
3D point reconstruction procedure.

Camera Calibration

For precalibrated cameras internal parameters input by the user are shown on the report page. Ifiacamera
Jwas not precaibrated, internal camera parameters estimated by Metashape are presented.

Fig. Imageresidualsfor .camer a - displaysthe reprojection errorsfor the tie points detected on the source
images, averaged across all theimages of the calibration group and inside the certain "cells' on theimages.

Camera name (focal (length)='camera model name and number of images.
Type=icameratype.
Resolution™=image dimensions in pixels.
Focal (Eengthi=foca length in mm.
) Pixel Size=ipixel size ingum:

Table. Calibration coefficients and correlation matrix - table with the calibration coefficients and
| parameters of the covariance matrix (F, Cx, Cy, B1, B2, K1, K2, K3, K4, P1, P2).

Camera Locations

Fig. Cameralocationsand error estimatesEpresenting'camera locations and error estimates. Z error is
represented by ellipse color. X, Y error are represented by ellipse shape. Estimated camera locations are
marked with a black dot.

X error {((m)=root mean square error for X coordinate for all the cameras.

Y error ((M)=root mean square error for Y coordinate for all the cameras.

XY error (m)=root mean square error for X and Y coordinates for all the cameras.
Z error (m)=root mean square error for Z coordinate for all the cameras.

Total error (m)=root mean square error for X, Y, Z coordinates for all the cameras.
Total error = sart(Sumi=1" [(Xi, est - Xi, i)+ (i, est - Yi,in)” + (Zi, et - Zi,in)] / 1)

Xi, in - input value for X coordinate for i camera position,
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Xi, est - estimated value for X coordinate for i camera position,
Yi in- input value for Y coordinate for i camera position,
Y, et - €stimated value for Y coordinate for i camera position,
Z; in- input value for Z coordinate for i camera position,

Z;, o - estimated value for Z coordinate for i camera position,

Camera Orientations

Fig. Camera orientations and error (estimates='shows'camera orientations and error estimates. Arcs
represent yaw error estimates.

Yaw error (in(degrees)=error for yaw.
Pitch error (in(degrees)=error for pitch.
Roll error (indegrees)=terror for roll.

Total error (in(degrees)=root mean square error all angles.

Ground Control and Check Points

Fig. GCP locations and error (estimates = displays) GCP locations and error estimates. Z error is
represented by ellipse color. X,Y errors are represented by ellipse shape. Estimated GCP locations are
marked with a dot or crossing.

XY error (m)=root mean square error for X and Y coordinates for a GCP location / check point.
Z error (m)=error for Z coordinate for a GCP location / check point. |

| Error (m)=root mean square error for X, Y, Z coordinates for a GCP location / check point.
Projections=number of projections for a GCP location / check point over al the images.

Error (pix) - root mean sgquare error for X, Y coordinates on an image for a GCP location / check point
averaged over al the images.

Total=root mean square error all the GCP locations/ check points.

Scale Bars
Distance (m) - scale bar length estimated by Metashape.
Error (m)=difference between input and estimated values for scale bar length.

Total™=root mean square error al the scale bars in Control/Check section.

Digital Elevation Model
Fig. Reconstructed digital elevation model™=presenting digital elevation model.

Resolution - effective resolution of the exported DEM. The value depends on the Quality parameter value
used at Build point cloud step, providing that DEM has been generated from dense point cloud.
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Point (Density =laverage number of dense cloud points per square meter.

Processing Parameters

Processing report contains processing parameters information, which is also available form Chunk context
menu. Along with the values of the parameters used at various processing stages, this page of the report
presents information on processing time.

For projects calculated over network processing time will be displayed as a sum of the time spent for
processing by each node.

M etashape matches images on different scales to improve robustness with blurred or difficult to match
images. The accuracy of tie point projections depends on the scale at which they were located. Metashape
uses information about scale to weight tie point reprojection errors. Key point size is the Sigma of the
Gaussian blur at the pyramid level of scales at which the key point was found.

In the Reference pane settings dial og tie point accuracy parameter corresponds to the normalized accuracy
- i.e. accuracy of tie point projection detected at the scale equal to 1. Tie points detected on other scaleswill
have accuracy proportional to their scales. This helpsto obtain more accurate bundle adjustment results.

On the processing parameters page of the report (as well asin chunk information dialog) two reprojection
errors are provided: the reprojection error in the units of key point scale (this is the quantity that is
minimized during bundle adjustment), and the reprojection error in pixels (for convenience). The Mean
key point size value is averaged Key point size value over al key points. Average tie point multiplicity
value isthe ratio of the total number of projections to the number of tie points.

Camera track creation and fly through video
rendering

In Metashape you can create an overview video of the model along a certain tragjectory. Cameratrack can
befereatediautomatically (using simple preset options), imported from external file and edited manually.

To manually create a track and add a viewpoint, click Append button on the Animation pane. Append
option will add the current viewpoint to the active cameratrack.

To createthe Horizontal track

1. Select Animation command from the View menu.

2. Click Create button on the Animation pane toolbar.

3. Choose Horizontal preset parameter in Create Track dialog window and set the keyframe count.
4. Click OK button.

5. Adjust the position of the viewpoint in the cameratrack in Model view by dragging the left mouse
button to display it visually.

To cr eate theVerticalitr ack
1. Seect Animation command from the View menu.

2. Click Create button on the Animation pane toolbar.
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3. Choose(Verticalipresetiparametenin Create Track dialog Windowsandisetthekeyframecount)
4. Click OK button.

5. Adjust the position of the viewpoint in the camera track in Model view by dragging the left mouse
button to display it visualy.

4 Note

e To display the camera track path, select Show animation command from the Show/Hide items
submenu on the Model menu.

‘Camera track parameters can be adjusted in the Animation Settings dialog window. The following
parameters can be changed: Camera Track Label, Duration (in seconds), Field of view (deg), Smooth
‘cameratrack option, Loop cameratrack option, Rotation angles convention. Click Settings button on the
‘Animation pane to open Animation Settings dialog.

Torecord the video

1. To record the video according to the created camera track to the external file click on Capture on
the Animation pane toolbar.

2. Select the desired export parameters in the Capture Video dialog, such as export video resolution,
compression type and frame rate.

3. Tosavethetrack path to external file click Save button on the Animation pane.
M etashape supports cameratrack export in the following formats:
» CameraPath

« KML
4 Note

e That KML format is only supported for projects georeferenced in geographic/projected systems
convertible to WGS84 system.
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Chapter 4. Referencing

Camera calibration

Calibration groups

While carrying out photo alignment Metashape estimates both internal and external camera orientation
parameters, including nonlinear radial distortions. For the estimation to be successful it is crucial to apply
the estimation procedure separately to photos taken with different cameras. Once photos have been loaded
in the program, Metashape automatically divides them into calibration groups according to the image
resolution and/or EXIF meta data like cameratype and focal length. All the actions described below could
and should be applied (or not applied) to each calibration group individually.

Calibration groups can be rearranged manually.

To createa new calibration group

1. Select Camera Calibration... command from the Tools menu.

2. Inthe Camera Calibration dialog box, select photos to be arranged in a new group.
3. Intheright-click context menu choose Create Group command.

4. A new group will be created and depicted on the left-hand part of the Camera Calibration dial og box.

To move photos from one group to another
1. Select Camera Calibration... command from the Tools menu.
2. Inthe Camera Calibration dialog box choose the source group on the left-hand part of the dialog.

3. Select photos to be moved and drag them to the target group on the left-hand part of the Camera
Calibration dialog box.

To place each photo into a separate group you can use Split Groups command available at the right button
click on acalibration group name in the left-hand part of the Camera Calibration dialog

Camera types

M etashape supports four major types of camera: frame camera, fisheye camera, spherical camera and
cylindrical camera. Additionally RPC camera type is available for satellite imagery that is accompanied
with the RPC meta information. Cameratype can be set in Camera Calibration dialog box available from
Tools menu.

Framecamerallf the source data within a calibration group was shot with aframe camera, for successful
estimation of camera orientation parameters the information on approximate focal length (pix) isrequired.
Obviously, to calculate focal length valuein pixel it is enough to know focal length in mm along with the
sensor pixel sizein mm. Normally this datais extracted automatically from the EX1F meta data.

Frame camerawith Fisheyelens. If extrawide lenseswere used to get the source data, standard M etashape
cameramodel will not allow to estimate camera parameters successfully. Fisheye cameratype setting will
initialize implementation of adifferent cameramodel to fit ultra-wide lens distortions.
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Spherical camera (equirectangular projection). In case the source data within a calibration group was shot
with aspherical camera, cameratype setting will be enough for the program to cal cul ate cameraorientation
parameters. No additional information is required except theimage in equirectangular representation. (Fhis
type of camerawill also be used for images obtained from Laser Scanners.

Spherical camera Cylindrical projection. In case the source data within a calibration group is a set of
panoramic images stitched according to cylindrical model, camera type setting will be enough for the
program to calculate camera orientation parameters. No additional information is required.

Satellite images with RPC coefficients. To automatically detect the camera type, select Preferences
command from Tools menu. Click Advanced tab and turn on the check box Load satellite RPC data from
auxiliary TXT files.

Optionaly rolling shutter compensation can be enabled by checking the Enable rolling shutter
compensation'boxiin the Camera Calibration dialog available from Tools menu.

In case source images lack EXIF data or the EXIF datais insufficient to calculate focal length in pixels,
Metashape will assume that focal length equalsto 50 mm (35 mm film equivalent). However, if theinitial
guess values differ significantly from the actual focal length, it islikely to lead to failure of the alignment
process. So, if photos do not contain EXIF meta data, it is preferable to specify focal length (mm) and
sensor pixel size (mm) manually. It can be done in Camera Calibration dialog box available from Tools
menu. Generally, thisdataisindicated in cameraspecification or can be received from some online source.
To indicate to the program that camera orientation parameters should be estimated based on the focal
length and pixel sizeinformation, it is necessary to set the Type parameter on the Initial tab to Auto value.

Scanned images

Metashape supports processing of analog aerial images scanned to digita files. On uploading, al the
scanned images from the same analog camera should be placed in a designated calibration group.
M etashape will automatically put the camerasto the same calibration group, providing that they have been
scanned to the images of the same resolution. In case scanned anal og images from different cameras have
been uploaded to the same chunk, it is required to divide them manually into different calibration groups.
It could be done in Camera Calibration dialog available from Tools menu.

Cameracalibrationin case of scanned imagesis performed based on thefiducial marksinformation. That is
why cameracalibration startswith fiducial marks detection in thisworkflow. M etashape enables automatic
detection of most of the fiducial mark types. See Figure below.

Op<
7N

Supported fiducia marks.

4 (Note
* Fiducial marks detection can be only performed for Film cameras. Don't forget to enable the

Film camera with fiducial marks option in the Camera Calibration dialog box for all the groups
which contain corresponding scanned images.

To calibrate scanned images with automatically detectable fiducial marks

1. Select Camera Calibration... command from the Tools menu.
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In the Camera Calibration dialog box check Film camera with fiducial marks option.
Close Camera Calibration dialog with OK button.
Run Detect Fiducials... command from the Markers submenu from the Tools menu.

Inthe Camera Calibration dialog box print in coordinates of the automatically detected fiducial marks
on the image according to the analog camera certificate. They should be measured in coordinate
system associated with the sensor: origin - in the center of the sensor; axes X - to the right, axes Y
- downwards; in millimeters (mm).

Close Camera Calibration dialog with OK button and proceed to general Metashape processing
workflow starting from Align Photos... step. The software will automatically scale and orientate all
the photos according to the fiducial marks information.

In case your fiducial marks type is not among those supported for automatic detection (see Figure above),
please place a feature request with Agisoft support team: support@agisoft.com. The current version of
the software allows to perform calibration of the scanned images based on such fiducial marks manually
following the procedure outlined below.

To calibrate scanned images with non-standard fiducial marks manually

1

2.

10.

11.

[

Select Camera Calibration... command from the Tools menu.
In the Camera Calibration dialog box check Film camera with fiducial marks option.

OntheFiducialstab add fiducial mark instances, the number should be equal to the amount of fiducial
marks used on the original photos.

Print in coordinates of the fiducial marks on the image according to the analog camera certificate.
They should be measured in coordinate system associated with the sensor: origin - in the center of
the sensor; axes X - to theright, axes Y - downwards; in millimeters (mm).

Close Camera Calibration dialog with OK button.

Then it is necessary to place al the fiducials on each photo from the calibration group.
Open the photo in Photo view.

Zoom in to afiducial mark center.

Right button click on the targeted fiducial mark and use Place Fiducial command from the context
menu. Y ou will need to choose a corresponding fiducial mark instance from the dropdown list.

In case you need to replace one fiducial mark with another right-click fiducial mark and use Replace
Fiducial command from its context menu. Y ou will need to choose a corresponding fiducial mark
instance from the dropdown list.

After placing al the fiducial mark instances, you can proceed to general Metashape processing
workflow. The software will automatically scale and orientate all the photos according to the fiducial
marks information.

Note

 |f there is no camera certificate with fiducial marks coordinates information for the data set in
guestion, then it will be necessary to additionally run Calibrate Fiducials... command from the
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context menu of the selected images in the Camera Calibration dialog box. All the images from
the respective calibration group should be selected for the purpose.

« Itisrecommended to mask out all the margins with auxiliary information on scanned photos to
avoid negative effect on the stability of the further processing.

Camera calibration parameters

Photogrammetric calibration of camerasis performed to determine the values of the interior orientation of
the cameras, including the parameters of distortion of the cameralens. The camera calibration parameters
can be input manually, if they have been acquired as a part of precalibration procedure.

To specify camera calibration parameters

1.

2.

6.

7.

Select Camera Calibration... command from the Tools menu.

Select calibration group, which requires re-estimation of camera orientation parameters on the left
side of the Camera Calibration dialog box.

In the Camera Calibration dialog box, select Initial'tab:

Modify the calibration parameters displayed in the corresponding edit boxes.
Set the Type to the Precalibrated value.

Repeat to every calibration group where applicable.

Click OK button to set the calibration.

The following calibration parameters are available;

f

Focal length measured in pixels.

CX, ¢y

Principal point coordinates, i.e. coordinatesof lensoptical axisinterceptionwith sensor planein pixels.

b1, b2

Affinity and Skew (non-orthogonality) transformation coefficients.

k1, k2, k3, k4

Radia distortion coefficients.

p1, p2

Tangential distortion coefficients.

[{ Note

« Alternatively, initia calibration data can be imported from file using Load button on the Initial
tab of the Camera Calibration dialog box. In addition to Agisoft calibration file format it is
possible to import data from Australis, PhotoMaodeler, 3DM CalibCam, CalCam, Inpho camera
calibration, USGS camera calibration, OpenCV and Z/I Distortion Grid formats.

Initial calibration data will be adjusted during the Align Photos processing step. Once Align Photos
processing step is finished adjusted calibration data will be displayed on the Adjusted tab of the Camera
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Calibration dialog box. Thedetailsabout distortion model sused in Metashape aregiveninthe Appendix C,
Camera models section.

If very precise calibration data is available, click Select button next to Fixed parameters item. Check
calibration parameters box in Fixed parameters dialog box and click button OK. In this case initial
values for the corresponding parameters will not be changed during Align Photos or Optimize Cameras
operations.

In some casesit may berequired to estimate some sub-set of parametersindividually for each camerainthe
calibration group. In this case such parameters should be selected in the section Image-variant parameters.
Click Select button and choose these parameters in Image-variant parameters dialog box.

Adjusted camera calibration data can be saved to file using Save button on the Adjusted tab of the Camera
Calibration diaog box.

Analyzing calibration results

M etashape provides a number of tools to analyze camera calibration results avail able from context menu
of acameragroup in the Camera Calibration dialog.

Distortion

Distortion tab presents estimated camera distortion plot. Total, Radial, Decentering, Corrections and
Residual optionsare availablein the tab. Distortion graph represent the distortion values and direction
according to the adjusted calibration coefficient values. It shows the plot in the discrete vectors mode
foriacentralipointiinithe gorresponding image €ellResiduals presents residuas graph which allows
to evaluate how adequately the camera is described with the applied mathematical model. Note that
residuals are averaged per cell of an image and then across all the images in a camera group. Scale
reference under the plot indicates the scale of the distortions/residuals.

Profile
Profile tab presents increase of the corresponding radial and decentering distortions with distance
from the center of the photo. Profiles can be saved as image.

Correlation
Correlation tab presents:

* Adjusted values of theinternal camera orientation parameters;
» Errors- standard deviation, read more in Covariance matrix section;

» Correlation values for internal camera orientation parameters - reflect the degree of correlation
between the corresponding parameters.

Vignetting
Vignetting tab presents radiometric distortion of the lens. Metashape uses radiometric distortion
parameters of the lens from photos metadata, in case there is no information about radiometric
distortion of the lens in photo metadata Vignetting tab is inactive. You can calculate radiometric
distortion manually using Calibrate Colors command available from the Tools menu, read more in
Building model texture section.

Setting coordinate system

Many applications require data with a defined coordinate system. Setting the coordinate system also
provides a correct scaling of the model allowing for surface area and volume measurements and makes
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model loading in geoviewers and geoinformation software much easier. Some Metashape functionality
like digital elevation model export is available only after the coordinate system is defined.

M etashape supports setting a coordinate system based on ground control point (marker) coordinates and/
or camera coordinates. In both cases the coordinates are specified in the Reference pane and can be either
loaded from the externa file or typed in manualy. Initially Metashape expects both GCPs and camera
coordinates data to be specified in the same coordinate system and assigns it as the coordinate system of
the chunk. In such a case all the outputs by default will be referenced in this particular coordinate system.

If the GCPs and camera coordinates datais measured in different coordinate systems, M etashape allowsto
input thisdataasis, provided that either all the coordinate systems are based on the same datum or for all of
them transformation-to-WGS84 parameters are specified in the coordinate system definition or manually
set in the datum transformation settings dialog. For Metashape to correctly interpret the coordinates data,
it is necessary to enable individua coordinate system selection for cameras and markers in the Reference
pane settings dialog by checking the corresponding option and sel ecting proper coordinate systems. In this
case coordinate system to reference the model in (coordinate system of the chunk) should be set in the
Reference pane settings dialog - in the very first dropdown menu list.

Setting coordinate system based on recorded camera positions is often used in aerial photography
processing. However, it may be also useful for processing close-range data sets collected with GPS enabled
cameras. Placing markersisnot required if recorded cameracoordinatesare used to initialize the coordinate
system.

In case ground control points are used to set up the coordinate system, markers should be placed in the
corresponding locations of the scene.

Using camera data for georeferencing is faster since manual marker placement is not required. On the
other hand, ground control point coordinates are usually more accurate than telemetry data, allowing for
more precise georeferencing.

Placing markers

M etashape uses markersto specify locations within the scene. Markers are used for setting up acoordinate
system, photo alignment optimization, measuring distances and volumes within the scene as well as for
marker based chunk alignment. The position of markers is determined by their coordinates in the images.
Alternatively, it is possible to set Drawing Plane for marker placement in the Model view. Read more
about setting drawing plane in Shapes section.

To determine the spacia coordinates of the markers, iffiSinecessary teameasure planaricoordinates Gfithe
markersion at |east 2 images.

4 Note

« Marker placement is not required for setting mpmaicoordinate system based on recorded camera
coordinates. Insteaditheiground control points (GCPs) €anibemsedito improve theaccuracy of
results.

M etashape supports two approaches to marker placement: manual marker placement and guided marker
placement. Manual approach implies that the marker projections should be indicated manually on each
photo where the marker is visible. Manual marker placement does not require 3D model and can be
performed even before photo alignment.

In the guided approach marker projection is specified for a single photo only. Metashape automatically
projects the corresponding ray onto the model surface and calculates marker projections on the rest of
the photos where marker is visible. Marker projections defined automatically on individual photos can be
further refined manually. Reconstructed 3D model surfaceis required for the guided approach.
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Guided marker placement usually speeds up the procedure of marker placement significantly and also
reduces the chance of incorrect marker placement. It is recommended in most cases unless there are any
specific reasons preventing this operation.

Ground control and check points

In Metashape you can use two types of markers. They are control and check points. Control points are
used to reference the model. While check points are used to validate accuracy of the camera alignment
and optimization procedures results.

To create a control/check point

1
2.

3
4
5
[

Select marker on the Reference pane.

Ensure that the selected marker has at least two projections placed on the aligned images. Y ou should
check pointsbox. If the check box isenabled, the point isthe control point. When check box isdisable,
the point is the check point.

Input control/check point coordinates information to the Source Values tab of the Reference pane.
Enable marker on the Reference pane to make it a control point or disable to useit as a check point.

Control and check point errors can be inspected on the Errors Values tab.

Note

* After you change the point type click ﬁ‘:rl'ﬂ Update toolbar button from the Reference pane.

To place amarker using guided approach

1. Open aphoto where the marker is visible by double clicking on its name.

2 Switch to the marker editing mode using ”Q? Show Markerstoolbar button.

3. Right click on the photo at the point corresponding to the marker location.

4. Select Add Marker command from the context menu. New marker will be created and its projections
on the other photos will be automatically defined.

£ Note

« If the 3D model is not available or the ray at the selected point does not intersect with the model
surface, the marker projection will be defined on the current photo only.

« Guided marker placement can be performed in the same way from the 3D view by right clicking

on the corresponding point on the model surface and using ﬂ% Create Marker command fromthe
context menu. While the accuracy of marker placement in the 3D view isusually much lower, it
may be still useful for quickly locating the photos observing the specified |ocation on the model.

To view the corresponding photos use ”ﬁ Filter Photos by Markers command again from the
3D view context menu. If the command isinactive, please make sure that the marker in question
is selected on the Reference pane. i

A% |f the circle under theflagis @ (e in the Model view, the marker is selected. If © yellow -
the marker is not selected.
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To place amarker using manual approach

1 Create marker instance using “%Add marker button on the Workspace pane or by Add Marker

command from the Chunk context menu.

2. Openthe photo where the marker projection needsto be added by doubl e clicking on the photos name.

Switch to the marker editing mode using ”:t? Show Markers toolbar button.

4. Right click at the point on the photo where the marker projection needsto be placed. From the context
menu open Place Marker submenu and select the marker instance previously created. The marker
projection will be added to the current photo.

5. Repeat the previous step to place marker projections on other photos if needed.

To save up time on manual marker placement procedure Metashape offers guiding lines feature. When a
marker is placed on an aligned photo, Metashape highlights lines, which the marker is expected to lie on,
on the rest of the aligned photos.

4 Note

 If a marker has been placed on at least two aligned images Metashape will find the marker

projections on the rest of the photos. The calculated marker positions will be indicated with }
icon on the corresponding aligned photos in Photo view mode.

Automatically defined marker locations can be later refined manually by dragging their projections on the
corresponding photos.

The commands Unpin marker and Block marker are available from the context menu of the marker on
the image. To reset the updated marker position, select Unpin marker command, the marker will display
as a blue flag. If Blocks marker option is selected, then the marker projection on particular image will
not be displayed.

Torefinemarker location

1. Open the photo where the marker is visible by double clicking on the photo's name. Automatically

placed marker will be indicated with ":t?i con.

Switch to the marker editing mode using ”:t? Edit Markerstoolbar button.

3. Movethe marker projection to the desired location by dragging it using left mouse button. Once the

marker location is refined by user, the marker icon will change to ”‘—‘D
4 Note

* To list photos where the marker locations are defined, select the corresponding marker on the
Workspace pane. The photos where the marker is placed will be marked with a|]:h icon on the

Photos pane. To filter photos by marker use "ﬁ Filter by Markers command from the 3D view
context menu.

In those cases when there are hesitations about the features depicted on the photo, comparative inspection
of two photos can prove to be useful. To open two photos in Metashape window simultaneously Move to
Other Tab Group command is available from photo tab header context menu.
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M etashape supports automatic marker projection refinement based on the image content. Choose Refine
Markers command from the Markers submenu of the Tools menu.

To open two photos simultaneously

1. Inthe Photos pane double click on one photo to be opened. The photo will be opened in a new tab
of the main program window.

2. Right click on the tab header and choose Moveto Other Tab Group command from the context menu.
The main program window will be divided into two parts and the photo will be moved to the second
part.

3. Thenext photo you will choose to be opened with a double click will be visualized in the active tab
group.

M etashape automatically assignsdefault 1abel sfor each newly created marker. Theselabels can be changed
using the Rename... command from the marker context menu in the Workspace / Reference pane.

Assigning reference coordinates

To reference the model, real world coordinates of at least 3 points of the scene should be specified.
Depending on the requirements, the model can be referenced using marker coordinates, camera
coordinates, or both. Real world coordinates used for referencing the model aong with the type of
coordinate system are specified inithe Reference pane.

Themodel can belocated in either local Euclidean coordinates or in georeferenced coordinates. M etashape
supports a wide range of various geographic and projected coordinate systems, including widely used

WGS84 coordinate system. Besides, almost al coordinate systems from the EPSG registry are supported
aswell.

Methods to input coordinates data

Reference coordinates can be specified in one of the following ways:
» Loaded from a separate text file (using character separated values format).
» Entered manually in the Reference pane.

» Loaded from GPS EXIF tags (if present).

Toload reference coordinates from a text file

1 Click = Import toolbar button on the Reference pane. (To open Reference pane use Reference

command from the View menu.) Browse to the file containing recorded reference coordinates and
click Open button.

2. IntheImport CSV dialog set the coordinate system if the data presents geographical coordinates.
3. Select the delimiter and indicate the number of the data column for each coordinate.

4. Indicate columns for the orientation data if present. Make sure that the proper angle triple (according
to the source data) is set: [yaw,pitch,roll], [omega, phi, Kappali[phisomegapkappa] or [apha, nu,
kappa] .
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5. Optionally, indicate accuracy values for coordinates and rotation angles.

6. Click OK button. The reference coordinates data will be loaded onto the Reference pane.

[{ Note

« If reference coordinates of amarker / camera position for aphoto are not specified in the loading
file the current value will be kept for them.

* An example of acoordinates datafile in the CSV format is given in the next section.

Information on the accuracy of the source coordinates (X, y, z) aswell as of the source orientation angles
can beloaded withaCSV fileaswell. Check Load Accuracy option and indicate the number of the column
where the accuracy for the data should be read from. It is possible to indicate the same accuracy column
for all three coordinates/angles.

To assign reference coordinates manually

1 Switch to the View Source mode using E View Sour ce button from the Reference pane toolbar. (To

open Reference pane use Reference command from the View menu.)

2. Onthe Reference pane select x/y/z or angle data cells and press F2 button on the keyboard to assign
values to corresponding coordinates/angles.

3.  Repeat for every marker/camera position (orientation angle) needed to be specified.

4. Toremove unnecessary reference coordinates select corresponding items from the list and press Del
key.

Click '_“JIIE Update toolbar button to apply changes and set coordinates.

System of angular elements of exterior @rientation([yaw;pitch;roll];»[omega, phi, (Kappaliorapharnu
kappa]) can be switched in the Reference Settings dialog. Do not forget to click OK button in the Reference
Settings dialog to apply the changes.

Additionally, it is possible to indicate accuracy data for the coordinates / orientation angles. Select Set
Accuracy... command from the context menu of an image on the Reference pane and input accuracy data
both for position (i.e. x,y,z coordinates) and orientation (i.e. [yaw, pitch, roll], [omega, phi, kappa] or
[apha, nu, kappa] angles) data. It is possible to select several cameras and apply Set Accuracy... command
simultaneously to all of them. Alternatively, you can select Accuracy (m) or Accuracy (deg) text box for
a certain camera on the Reference pane and press F2 button on the keyboard to type the text data directly
onto the Reference pane. Note that "/" delimiter allows to enter different accuracy datafor x, y, z or yaw,
pitch, roll (omega, phi, kappa; apha, nu, kappa) data respectively.

Toload reference coordinates from GPS EXIF tags

= Click E Import EXIF button on the Reference pane. (To open Reference pane use Reference

command from the View menu.) The reference coordinates data will be loaded into the Reference
pane.

2) |If the corresponding options imithe Advanced tab @ithe)Preferences window are checked on, it is
also possible to load camera orientation angles and location/rotation accuracy parameters from XMP

extension of the image header. The data will be loaded mpemclicking E Import EXIF button.
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Camera orientation angles conventions

Metashape allows to define camera orientation with either [yaw, pitch, roll], [omega, phi, (Kappalyi[phis
omegapkappa] or [alpha, nu, kappa] angles. The more common scenario is to load [yaw, pitch, roll]
measurements directly from the airborne IMU system and, hence, default setting in Metashape isto tackle
the input values as [yaw, pitch, roll] data.

To provide compatibility with different processing workflows Metashape also supports [omega, phi,
kappa] data input. The omega, phi, kappa angles are defined as the angles used in order to rotate the
(X,Y,Z) geodetic coordinate system and align it with the image coordinate system.

e Omegaistherotation around the X axis.
» Phi istherotation around the Y axis.

» Kappaistherotation around the Z axis.

RTK/PPK camera coordinates data

If the source data includes RTK/PPK measurements, it is important to input accuracy values for all the
respective cameras onto the Reference pane. Otherwise default accuracy value (10 m) will be assumed for
all camera coordinates in the chunk, hence, the value of the RTK/PPK measurements will efficiently be
lost and the processing results will not be referenced with expected accuracy. In case the coordinates input
for the cameras are measured for the point where the measuring instrument is mounted (not the camera
itself) it is aso necessary to input measurement instrument shift with respect to the cameraitself on GPS
INS Offset tab of Camera Calibration dialog available from Tools menu.

After reference coordinates have been assigned M etashape automatically estimates coordinatesin alocal
Euclidean system and cal cul ates the referencing errors. To see the results switch to the View Estimated or

View Errors modes respectively using @ View Estimated and L_l_ View Errorstoolbar buttons.

Setting georeferenced coordinate system

To set a georeferenced coor dinate system
1. Assign reference coordinates using one of the options described above.

2 Click %5 Settings button on the Reference pane tool bar.

3. In the Reference Settings dialog box select the Coordinate System used to compile reference
coordinates data if it has not been set at the previous step.

4. Specify the assumed measurement accuracy inithe left-hand side part of the dialog.

5. If the information about GPS system shift with respect to the cameraitself is available, it is worth
inputting it on GPS/INS Offset tab of Camera Calibration dialog available from Tools menu. See
Figure below.

6. Specify the assumed imagecoordinatesaccuracy in theorrespondingicolumn of the dialog.

7. Specify Capture distance parameters for the datasets where the images are captured with the oblique
camera mount (more than 20-30 degrees from the vertical).

8) Click OK button to initialize the coordinate system and estimate geographic coordinates.
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Z cam
GPS

Z offset

Y offset

> Xcam

X offset

GPS offset.

Rotation angles for the camera coordinates in M etashape are defined around the following axes. yaw axis
runs from top to bottom, pitch axis runs from left to right wing of the drone, roll axis runs from tail to nose
of the drone. Zero values of the rotation angle triple define the following camera position aboard: camera
looks down to the ground, frames are taken in landscape orientation, and horizontal axis of the frame is
perpendicular to the central (tail-nose) axis of the drone. If the camera is fixed in a different position,
respective yaw, pitch, roll values should be input on GPS/INS Offset tab of Camera Calibration dialog.
The signs of the angles are defined according to the right-hand rule. See Figure below.
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INS offset.
&  Note
e Step 5 can be safely skipped if you are using standard GPS system (not that of superhigh
precision).

In Select Coordinate System dialog it is possible to ease searching for the required georeferencing system
using Filter option. Enter respective EPSG code (e.g. EPSG::4302) to filter the systems.

Coordinate system editor

If the target coordinate system is not on the list, it is possible to set its parameters manually. In Select

Coordinate Systemdial og choose any coordinate system and click 4 Edit button. (Obvioudly, itisoptimal
to select a coordinate system which parameters are the most similar onesto the target coordinate system.)
Enter the proper name for the system to be shown on the list and edit al the parameters according to the
coordinate system definition.

Configurable datum transformation

If the project coordinate system should be converted to WGS84, Datum Transformation Settings dialog

isamed at controlling proper parameters for the conversion. The dialog can be accessed via @8 Setti ngs
button next to Coordinate System selection field in the Reference Settings dial og.

Using different vertical datums

On default Metashape requires al the source altitude values for both cameras and markers to be input as
values mesuared above the ellipsoid. However, M etashape allowsfor the different geoid model s utilization
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as well. Metashape installation package includes only EGM96 geoid model, but additional geoid models
can be downloaded from Agisoft's website if they are required by the coordinate system selected in the
Reference pane settings dialog. Downloaded geoid model from the supported list should be copied to
\geoids\ folder in Metashape install ation directory before using the corresponding coordinate system from
GULI.

Please refer to the following web-page to review the list of supported geoid models: http://
www.agi soft.com/downloads/geoids/.

Additional features of the Reference pane

To view the estimated geographic coordinates, reference errors and variance switch between the View
Estimated, View Errorsand View V ariance modes respectively using @ View Estimated, L_l_ View Errors

and E View Variance toolbar buttons. A click on the column name on the Reference pane sorts the
markers and cameras by the datain the column. At this point you can review the errors and decide whether
additional refinement of marker locations is required (in case of marker based referencing), or if certain
reference points should be excluded.

To save the errors and/or estimated coordinates use =2l Export toolbar button on the Reference pane.

To reset a chunk georeferencing, use Reset Transform command from the chunk context menu on the
Workspace pane. [R] indicator of a chunk being georeferenced will be removed from the chunk name.

[{ Note

» Unchecked reference points on the Reference pane are not used for georeferencing and
optimization. Use context menu to check/uncheck selected items.

« After adjusting marker locations on the photos, the coordinate system will not be updated

automatically. It should be updated manually using '_‘d:rﬂ Update toolbar button on the Reference
pane.

« Metashape allows to convert the estimated geographic coordinates into a different coordinate
system. To calculate the coordinates of the camera positions and/or markers in a different

coordinate system use = Convert toolbar button on the Reference pane.

Example of a reference coordinates file in CSV format
(*.txt)

Thereference coordinates can beloaded onto the Reference pane using character separated text fileformat.
Each reference point is specifiedin thisfile on aseparateline. Samplereference coordinatesfileisprovided
below:

# <l abel > <l ongitude> <l atitude> <hei ght> <yaw> <pitch> <roll >
| MG 01. JPG 40.165011 48.103654 433.54 15.54 0.39 0.87
| MG_02. JPG 40.165551 48.103654 434.72 15.73 0.38 1.21
| MG_03.JPG 40.166096 48.103640 435.63 15.67 0.24 1.04
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Individual entries on each line should be separated with atab (space, semicolon, comma, etc) character.
All lines starting with #¢haracteriare treated as comments.

Records from the coordinate file are matched to the corresponding cameras or markers basing on the
labelfield:*Camera coordinates labels should match the file name of the corresponding photo including
extension. Marker coordinates labels should match the labels of the corresponding markersin the project
file. All labels are case insensitive.

M etashape has the ability to use degrees, minutes, secondsin aCSV file. An example entry:

| M300001. j pg, 19°39' 59. 99"E, 60° 20' 0. 05"N, 100. 073997

or "colon" delimiter:

| M00002. j pg, 19: 39: 59. 99E, 60: 20: 0. 05N, 100. 073997

£ Note

e Character separated reference coordinates format does not include specification of the type of
coordinate system used. The kind of coordinate system used should be selected separately in the
Reference Settings dialog.

« Metashape requires Z value to be indicating the height above the €ellipsoid (or above geoid, if
corresponding compound coordinate system is selected in the Reference pane settings dialog).

Optimization

Optimization of camera alignment

Optimize Cameras command performsafull bundle adjustment procedure on the aligned photogrammetric
block; simultaneously refining exteriorand interioricamera orientation parameters @nd'triangulated tie
point coordinates. Adjustment is performed based on all available measurements and corresponding
accuracies, including image projections of tie points and markers, GPS coordinates of image centers, GCP
coordinates, scale bar distances, etc.

To ensure maximum geometric accuracy of processing results, it isimportant to always optimize cameras
after adding or editing measured values and/or their accuracies, e.g. loading GPS camera coordinates,
adding GCPs, changing accuracy settings.

4 (Note

® (By defaultiopti mization adjusts bothiexteriorand interiercameraorientation parameters: When
working with a pre-calibrated camera, it is possible to load available calibration in the Camera
Cdlibration dialog and set its parameters as fixed. Fixed parameters will not be adjusted during
optimization step:

To optimize camera alignment

1. Setthe marker and/or camera coordinates to be used for optimization (if not done yet).
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Click &% Setti ngstoolbar button on the Reference pane and set the coordinate system (if not doneyet).

3. Inthe Reference pane Settings dialog box specify the assumed accuracy of measured values as well
as the assumed accuracy of marker projections on the source photos.

4, Click OK button.

5. Indicaterelative GPSdevice and/or INSto cameracoordinates (if infoisavailable) on GPSINSOffset
tab of Camera Calibration dialog available from Tools menu.

6. CheckAdjustiGPSINS offset box.

7. Click OK button.

Click & Optimize toolbar button on the Reference pane.
9. In Optimize Camera Alignment dialog box check additional camera parameters to be optimized.

10. Click OK button to start optimization.
4  Note

» Step 5 can be safely skipped if you are using standard GPS (not that of extremely high precision).

* The optimization procedure discards active depth maps, dense cloud and mesh model from the
chunk. It is recommended to rebuild these objects after performing the optimization.

< The optimization process can improve theresultsiof @ignmentiand reduce the errors.

Optimize Camera Alignment parameters

Optimize Camera Alignment

General
Fit Fit o, cy
Fitki Fitpl
Fit k2 Fitp2
Fit k3 Fitb1
Fit kg Fitb2
Advanced

Adaptive camera model fitting
Estimate tie point covariance

Fit additional corrections

Lok ] cancel
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"Optimize Camera Alignment" dialog

Fit additional corrections
With this option enabled Metashape estimates additional coefficients that are necessary to achieve
better accuracy. There are different corrections which allows to compensate the distortions which
cannot befit by the ideal Brown's model used (see Appendix C, Camera models section). This option
may be helpful for the datasets acquired with DJI P4 RTK drone, when no GCPs are used.

Adaptive camera model fitting
This option enables automatic selection of camera parameters to be included into adjustment based
on their reliability estimates. Read more about in Aligning photos section.

Estimatetie point covariance
The function allows to estimate the covariance values of the tie point.

Image coordinates accuracy for markers indicates how precisely the markers were placed by the user or
adjusted by the user after being automatically placed by the program.

Capturedistance)parameter is used to make reference preselection mode of alignment procedure work
effectively for oblique imagery. See Aligning photos for details.

Camera, marker and scale bar accuracy can be set per item (i.d. per camera/marker/scale bar) using
Accuracy column on the Reference pane. Accuracy values can be typed in on the pane per item or for a
group of selected items. Alternatively accuracy values can be uploaded along with camera/lmarker data
as atext file (see Assigning reference coordinates subsection of Setting coordinate system). Additionally,
different accuracy per coordinate can beindicated using /" as a separator between valuesin the Accuracy
column.

GPS/INS offset values input by the user can also be adjusted by Metashape with respect to measurement
accuracy that may be indicated on the GPS/INStab of Camera Calibration dialog. Uncheck AdjustiGPS!
INSoffset box to allow for adjustment procedure. |

| Generally itisreasonableto run optimization procedure based on markersdataonly. Itisdueto thefact that
GCPs coordinates are measured with significantly higher accuracy compared to GPS data that indicates
camera positions. Thus, markers data are sure to give more precise optimization results. Moreover, quite
often GCP and camera coordinates are measured in different coordinate systems, that also prevents from
using both cameras and markers data in optimization simultaneously.

The results of the optimization procedure can be evaluated with the help of error information on the
Reference pane. In addition, distortion plot can be inspected along with mean residuals visualized per
calibration group. Thisdataisavailablefrom Camera Calibration dialog (Tools menu), from context menu
of a camera group - Distortion Plot... command. Note that residuals are averaged per cell of an image
and then across all the images in a camera group. Scale reference under the plot indicates the scale of the
distortions/residuals. Read more in What do the errors in the Reference pane mean? section.

In case optimization results does not seem to be satisfactory, you can try recalculating with lower values
of accuracy parameters, i.e. assuming ground control measurements to be more accurate.

Covariance matrix

If additional analysesis required, extra option Estimate tie point €ovarianceicanibe selected on running
the Optimization procedure. As a result, Metashape will calculate covariance matrix for the bundle
adjustment calculations. Covariance matrix captures the uncertainty of the transformation. Covariance
matrix diagonal elements are variances, c,iiz; the positive square root of the variance, 4, is caled the
standard deviation. Standard deviation values for the camera position coordinates and rotation angles can
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be inspected on the Reference pane @ViewsVariance tab. Covariance matrix off-diagonal elements are
covariances, 4ij. Thevalue of each covariance reflectsthe degree of correlation between the corresponding
parameters. Calculated covariance valuesfor the tie points can beinspected in the Model view using Point
Cloud Covariance command available from View Mode submenu of Model menu. Vector associated with
each tie point indicates the direction and value of the largest error for thetie point estimated position (large
semi-axis of the error ellipsoid determined by the covariance values). The color code is aimed to help to
perceive the general distribution of the errors across the tie point cloud at a glance.

Scale bar based optimization

Scale bar is program representation of any known distance within the scene. It can be a standard ruler or
a specialy prepared bar of a known length. Scale bar is a handy tool to add supportive reference data to
your project. They can prove to be useful when there is no way to locate ground control points al over
the scene. Scale bars allow to save field work time, since it is significantly easier to place several scale
bars with precisely known length, than to measure coordinates of afew markers using special equipment.
In addition, Metashape allows to place scale bar instances between cameras, thus making it possible to
avoid not only marker but ruler placement within the scene as well. Surely, scale bar based information
will not be enough to set a coordinate system, however, the information can be successfully used while
optimizing the results of photo alignment. It will also be enough to perform measurements in Metashape
software. See Performing measurements on 3D model.

To add a scale bar between markers

1. Placemarkersat the start and end points of the bar. For information on marker placement please refer
to the Setting coordinate system section of the manual.

2. Select both markers on the Reference pane using Ctrl button.

3 Select E& Create Scale Bar command form the Model view context menu. The scale bar will be
created and an instant added to the Scale Bar list on the Reference pane. i
A4 Switch to the E View Source mode using the Reference pane toolbar button.

5. Double click on the Distance (m) box next to the newly created scale bar name and enter the known
length of the bar in meters.

To add a scale bar between camer as

1. Select the two cameras on the Workspace or Reference pane using Ctrl button. Alternatively, the
cameras can be selected in the Model view window using selecting tools from the toolbar.

Select B2 Create Scale Bar command form the context menu. The scale bar will be created and an
instant added to the Scale Bar list on the Reference pane.

Switch to the E View Source mode using the Reference pane toolbar button.

4. Doubleclick on the Distance (m) box next to the newly created scale bar name and enter the known
length of the bar in meters.

Torun scale bar based optimization

1. Onthe Reference pane check all scale bars to be used in optimization procedure.
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Click @ Setti ngs toolbar button on the Reference pane. In the Reference pane Settings dialog box
specify the assumed accuracy of scale bars measurements.

Click OK button.

Click # Optimizetoolbar button. In Optimize Camera Alignment dial og box check additional camera
parameters to be optimized if needed. Click OK button to start optimization.

After the optimization is complete, cameras and markers estimated coordinates will be updated aswell as
all the georeferencing errors. To analyze optimization results switch to the View Estimated mode using
the Reference pane toolbar button. In scale bar section of the Reference pane estimated scale bar distance

will be displayed.

To delete a scale bar

1. Select the scale bar to be deleted on the Reference pane.

2. Right-click on it and chose Remove Scale Bars command from the context menu.
3. Click OK for the selected scale bar to be deleted.

What do the errors in the Reference pane

mean?

To analyze errors switch to the View Errors mode using the Reference pane toolbar button.

Camer as section

1

L2

4,

Error (m) - residual error per coordinate or in 3D space. That is distance between the input (source)
and estimated positions of the camera. |

Error (deg) - residua error per orientation angle or in 3D space (that is root mean square error
calculated over all three orientation angles).

Error (pix) - root mean square reprojection error calculated over &l valid tie points detected on the
photo.

Total error - total error iscal culated asroot mean squarefor all the valuesin the corresponding column.

Reprojection error is the distance between the point on the image where a reconstructed 3D point can be
projected and the original projection of that 3D point detected on the photo and used as a basis for the
3D point reconstruction procedure.

Markers section

1

Error (m) - residual error per coordinate or in 3D space. That is distance between the input (source)
and estimated positions of the marker.

Error (pix) - root mean square reprojection error for the marker calculated over al photos where
marker isvisible.

Total error (Control points and Check points) - total error is calculated as root mean square for all
the values in the corresponding column.

86


比較 : 挿入�
テキスト
"Referencing"

比較 : 削除�
テキスト
"75"

比較 : 削除�
テキスト
"Referencing"

比較 : 挿入�
テキスト
"4.Total error -total error is calculated as root mean square for all the values in the corresponding column."

比較 : 挿入�
テキスト
"3.Total error (Control points and Check points) - total error is calculated as root mean square for allthe values in the corresponding column.86"


Referencing

If the total reprojection error for some marker seems to be too large, it is recommended to inspect
reprojection errors for the marker on individual photos. The information is available with Show Info
command from the marker context menu on the Reference pane.

In Metashape estimated check point coordinates displayed in the Reference pane (faswelliasithe error
values)iare calculated based on minimization of the reprojection error only, without taking into account
measured check point coordinates in@D=spacenSo they do not correspond to adjusted coordinates from
the bundl e adjustment step, and are cal cul ated Solelyifrom weighted i mage measurements:

Onithe @thermhandpestimated coordinates of the control points correspond to the adjusted values, that is,
they are cal cul ated taking into account both reprojection error and measured object space coordinates. This
approachiallows for better detection of the measurement errors.

If you are interested in the difference between measured (source) and triangulated (estimated) control
point coordinates only, you can temporary uncheck the corresponding entry in the Reference pane (thus
making it a check point) and observe the values in the Errors tab. Note that Update button shouldn't be
pressed after conversion of the control point to the check point, otherwise the estimated values would be
recal culated with the given reference point excluded from the computation.

Scale Bar s section

10  Error (m) - residual error per coordinate or in 3D space. That is difference between the input (source)
scale bar length and the measured distance between two cameras or markers representing start and
end points of the scale bar.

2) Total error(Controliscale barsiandiCheckiscalebars)i=itotalierror is calculated as root mean square
for all the valuesin the corresponding column.

Working with coded and non-coded targets ;

Coded and non-coded targets are specially prepared, yet quite simple, real world markers that can add
up to successful 3D model reconstruction of a scene. (Targetsaresartificialimarkersiplacedinthesceneio
provide manual image correspondences in cases where automatic matching fails. Coded and non-coded
targets can mark object point to be used for georeferencing. In thefigure of coded targets, their identifier is
recorded, which allowsto automatically and accurately compare their projections of different images. The
difference between coded and non-coded targets is that while a non-coded target 1ooks like an ordinary
full circle or afigure (circle/ rectangular) with 4 segments, the coded target has aring parted in black and
white segments around the central full circle. |

1+ Coded targets advantages and limitations

Coded targets (CTs) can be used as markersto define local coordinate system and scal e of the model or as
true matchesto improve photo alignment procedure. M etashape functionality includes automatic detection
and matching of CTson source photos, which allowsto benefit from marker implementation in the project
while saving time on manual marker placement. Moreover, automatic CTs detection and marker placement
is more precise then manual marker placement.

Metashape supports four types of circle CTs: 12 hit, 14 bit, 16 bit and 20 bit. While 12 bit pattern is
considered to be decoded more precisely, whereas 14 bit, 16 bit and 20 bit patterns allow for a greater
number of CTsto be used within the same project.

To be detected successfully CTs must take up a significant number of pixels on the original photos. This
leadsto anatural limitation of CTsimplementation: while they generally proveto be useful in close-range
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imagery projects, aerial photography projects will demand too huge CTs to be placed on the ground, for
the CTsto be detected correctly.

Coded targets in workflow

Sets of all patterns of CTs supported by Metashape can be generated by the program itself.

To createa printable PDF with coded tar gets

1. Select Print Markers... command from the Tools menu.

2. Specify the CTstype and desired print parametersin Print Markers dialog.
3. Click OK.

Once generated, the pattern set can be printed and the CTs can be placed over the scene to be shot and
reconstructed.

When the images with CTs seen on them are uploaded to the program, Metashape can detect and match
the CTs automaticaly.

To detect coded targets on sour ce images

1. Select Detect Markers... command from the Tools menu.

2. Specify parameters of detector in Detect Markers dialog according to the CTs type.

3. Click OK.

M etashape will detect and match CTs and add corresponding markers to the Reference pane.

CTs generated with Metashape software contain even number of sectors. However, previous versions of
M etashape software had no restriction of the kind. Thus, if the project to be processed contains CTs from
previousversions of M etashape software, it isrequired to disable parity check in order to make the detector
work.

Non-coded targets implementation

Non-coded targets can a so be automatically detected by M etashape (see Detect Markersdialog). However,
for non-coded targets to be matched automatically, it is necessary to run align photos procedure first.

Non-coded targets. |

Non-coded targets are more appropriate for aerial surveying projects due to the simplicity of the pattern
to be printed on alarge scale.

When non-coded targets are detected M etashape all ows automatic matching of detected non-coded targets
with referencing coordinates imported from file. To do that, when importing referencing coordinates
check the Ignor e labelsibox?in the Import CSV dialog. Metashape will try to match non-coded targets
markers with imported referencing coordinates markers, in case of success non=coded’targets markers
will have corresponding coordinates. In case automatic matching does not work or works with errors,
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manual assignment of an identifier is required if some referencing coordinates are to be imported from
afile correctly.
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Chapter 5. Measurements

Performing measurements on 3D model

M etashape supports measuring of distances on the model, as well as of surface area and volume of the
reconstructed 3D model. All the instructions of this section are applicable for working in the Model view
of the program window, both for analysis of Dense Point Cloud or of Mesh data. When working in the
Model view, al measurements are performed in 3D space, unlike measurements in Ortho view, which
are planar ones.

Distance measurement

Metashape enables measurements of distances between the points of the reconstructed 3D scene.
Obviously, model coordinate system must be initialized before the distance measurements can be
performed. Alternatively, the model can be scaled based on known distance (scale bar) information to
become suitable for measurements. For instructions on setting coordinate system pleaserefer to the Setting
coordinate system section of the manual. Scale bar concept is described in the Optimization section.

To measuredistance

L Select 4 Ruler instrument from the Toolbar of the Model view.

2. Click on the point of the model where the measurement should be started from.

3. Upon the second click on the model the distance between the indicated points will be shown right
in the Model view.

4. Thedistance can be measured along the polyline drawn with the Ruler.

5. To complete the measurement and to proceed to a new one, please press Escape button on the
keyboard. The result of the measurement will be shown on the Console pane

Shape drawing is enabled in Model view as well. See Shapes section of the manual for information on
shape drawing. Measure command avail able from the context menu of a selected shape allowsto learn the
coordinates of the vertices aswell as the perimeter of the shape.

To measure several distances between pairs of points and automatically keep the resulting data, markers
can be used.

To measur e distance between two markers

1. Placethe markersin the scene at the targeted locations. For information on marker placement please
refer to the Setting coordinate system section of the manual.

2. Select both markersto be used for distance measurements on the Reference pane using Ctrl button.

Select Ef Create Scale Bar command form the 3D view context menu. The scale bar will be created
and an instant added to the Scale Bar list on the Reference pane.

Switch to the estimated values mode using @ View Estimated button from the Reference pane
toolbar.



比較 : 置換�
テキスト
[旧 テキスト] :"79"

[新 テキスト] :"90"


M easurements

5.

The estimated distance for the newly created scale bar equals to the distance that should have been
measured.

To measur e distance between camer as

1. Select the two cameras on the Workspace or Reference pane using Ctrl button. Alternatively, the
cameras can be selected in the Model view window using selecting tools from the Toolbar.

2 Select B2 Create Scale Bar command form the context menu. The scale bar will be created and an
instant added to the Scale Bar list on the Reference pane.

3 Switch to the estimated values mode using @ View Estimated button from the Reference pane
toolbar.

4. The estimated distance for the newly created scale bar equals to the distance that should have been
measured.

4 Note

* Pleasenotethat the scalebar used for distance measurements must be unchecked on the Reference
pane. |

¢ The distance values measured by Metashape are displayed in meters.

Shape-based measurements

Polyline and Polygon measur ements

1.

2.

3.

4,

-

Indicate a line to make a cut of the model usi ng’c\ Draw Polyline " Draw Polygon tool from the
Model view.

Double click on the last point to indicate the end of a polyline.
Right button click on the polyline/polygon and select Measure... command from the context menu.

In the Measure Shape dialog displayed coordinates points, perimeter and coordinate system.

Point measur ement

1

2.

3.

Select Point measurement from the Toolbar of the Model view.
Right button click on the point and select Measure... command from the context menu.

In the Measure Shape dialog displayed coordinate point and coordinate system.

Surface area and volume measurement

Surface areaor volume measurements of the reconstructed 3D model can be performed only after the scale
or coordinate system of the scene is defined. For instructions on setting coordinate system please refer to
the Setting coordinate system section of the manual. |

L To measur e surface area and volume

1

Select Measure Area and Volume... command from the Tools menu.
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2. Thewhole model surface areaand volume will be displayed in the Measure Area and Volume dialog
box. Surface areais measured in square meters, while mesh volume is measured in cubic meters.

V olume measurement can be performed only for the models with closed geometry. If there are any holes

in the model surface Metashape will report zero volume. Existing holes in the mesh surface can be filled
in before performing volume measurements using Close Holes... command from the Tools menu.

Performing measurements on DEM

Metashape is capable of DEM-based point, distance, area, and volume measurements as well as of
generating cross-sections for a part of the scene selected by the user. Additionally, contour lines can be
calculated for the model and depicted either over DEM or Orthomosaic in Ortho view within Metashape
environment. Measurements on the DEM are controlled with shapes: points, polylines and polygons. For
information about how to create and work with shapes please refer to Shapes section of the manual.

Point measurement

Ortho view alows to measure coordinates of any point on the reconstructed model. X and Y coordinates
of the point indicated with the cursor as well as height of the point above the vertical datum selected by
the user are shown in the bottom right corner of the Ortho view.

Distance measurement

To measuredistance with a Ruler

L Select & Ruler instrument from the Toolbar of the Ortho view.

2. Click on the point of the DEM where the measurement should be started from.

3. Upon the second click on the DEM the distance between the indicated points will be shown right
in the Ortho view.

4. Thedistance can be measured along the polyline drawn with the Ruler.

5.  To complete the measurement and to proceed to a new one, please press Escape button on the
keyboard. The result of the measurement will be shown on the Consol ejpane:

To measure distance with shapes

1 Connect the points of interest with a polyline using A Draw Polyline tool from the Ortho view

tool bar.
2. Double click on the last point to indicate the end of a polyline.
3. Right button click on the polyline and select Measure... command from the context menu.

4. In the Measure Shape dialog inspect the results. Perimeter value equals to the distance that should
have been measured.

In addition to polyline length val ue (see perimeter value in the Measure Shape), coordinates of the vertices
of the polyline are shown on the Planar tab of the Measure Shape dialog.
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4 Note

« Measure option is available from the context menu of a selected polyline. To select a polyline,
double-click onit. A selected polylineis colored in red.

Area and volume measurement

To measure area and volume

1 Draw apolygon on the DEM using _/Draw Polygon instrument to indicate the areato be measured.

2. Right button click on the polygon and select Measure... command from the context menu.

3. Inthe Measure Shape dialog inspect the results: see area value on the Planar tab and volume values
on the Volume tab.

M etashape allows to measure volume above best fit / mean level / custom level planes. Best fit and mean
level planes are calculated based on the drawn polygon vertices. Volume measured against custom level
plane allows to trace volume changes for the same area in the course of time.

4 Note

» Measure option is available from the context menu of a selected polygon. To select a polygon,
double-click onit. A selected polygon is colored in red.

Cross sections and contour lines

M etashape enables to calculate cross sections, using shapes to indicate the plane(s) for a cut(s), the cut
being made with aplane parallel to Z axis. For apolyline/polygon the program will calculate profilesalong
all the edges starting from the first drawn side.

To calculate cross section

1 , . LA e
Indicate a line to make a cut of the model using Draw Polyline / '/ Draw Polygon tool from
the Ortho view toolbar.

2. Double click on the last point to indicate the end of a polyline.

3. Right button click on the polyline/polygon and select Measure... command from the context menu.

4. Inthe Measure Shape dialog inspect the results on the Profile tab of the dialog.

Generate Contours... command is available either from DEM label context menu on the Workspace pane
or from the Tools menu.

To generate contours
1. Select Generate Contours... command from Tools menu.
2. Inthe Generate Contours dialog select DEM as the source data for calculation.

3.  Setvauesfor Minimal atitude, Maximal altitude parameters as well asthe Interval for the contours.
All the values should be indicated in meters.
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Contour lines can be exported using Export Contours command from the contour lines label context menu
on the Wor kspace pane. Alternatively the command is available from the File menu. In the Export Contour
Linesdialog it is necessary to select the type of the contour lines to be exported. A shape file can store the

Click OK button once done.

The progress dialog box will appear displaying the current processing status. To cancel processing

click Cancel button.

When the procedure is finished, a shape layer with "contours' label will be added to the project file

structure shown on the Workspace pane.

lines of the same type only: either polygons or polylines.

Transform DEM

M etashape supportstransformation of the digital elevation models. Different DEM's can be subtracted one

from another for the changes observation purposes.

Transform DEM

Coordinate System
WES 84 (EPSG::4328)

Parameters

Calculate difference

DEM2Z

Region

Setup boundaries: 6.533043 - | 6.551

46.562140 | - | 46.578330
Resolution (m/pix): 0.16528

Total size (pix): 3345 x 10833

Lok ] Cancel

"Transform DEM" dialog

Tatransform DEM

1.
2.

Select DEM from which you want to transform on the Wor kspace pane.

Select Transform DEM... command from Tools menu.

In the Transform DEM... dialog select the check Calculation difference box and select the file from

the drop-down list for calculation.

Press OK button to calculate transform DEM.

In the dialog box click Yes button inierderito create a new DENMrinstance\with the'calculationirestlt:
If No'button in pressed, the result will @verwrite the @ctive DEM'instance contents:
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6. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

7. When the procedure is finished, a layer with transform DEM label will be added to the project file
structure shown on the Workspace pane.

Vegetation indices calculation

Multispectral cameras

Metashape enables to calculate NDVI and other vegetation indices based on the multispectral imagery
input. Vegetation index formula can be set by the user, thus allowing for great flexibility in dataanalysis.
Calculated data can be exported asagrid of floating point index values cal culated per pixel of orthomosaic
or as an orthomosaic in pseudocolors according to a palette set by the user. In case severa indices
are calculated for the same orthomosaic, the results can be exported as a multichannel orthomosaic,
one channel per index. Furthermore, values of 3 different vegetation indices can be mixed to represent
combined results as afalse color "RGB" image.

Calibrate Reflectance

In Metashape you can execute the reflectance calibration of multispectral image dataacquired using Parrot
Sequoia or MicaSense RedEdge cameras. Images from Parrot Sequoia and MicaSense RedEdge can be
loaded at once for al bands. If the images are stored in several folders, the same operation should be |

| repeated for each folder. Metashape can automatically sort out those caibration images to the special
camera folder in the Workspace pane if the image meta-data says that the images are for calibration. The
imageswill be disabled automatically (not to be used in actual processing). If thereis no such information
in the image meta-data, the calibration images will be detected automatically in calibrate reflectance.

[ Note

« Please remember to add reflectance calibration images.
1. Choose Calibrate Reflectance from the Tools menu.

2. PressLocate Panels button. Asaresult the images with the panel will be moved to the separate folder
and the masks would be applied to cover everything on the images except the pandl itself. If you are
using the panel for the first time, and its calibration is not added to Metashape internal database yet,
you will be prompted to load calibration from CSV file.

3. If youdon't have aCSV filewith calibration information, you can enter calibration values manually.
It can be done manually in Calibrate Reflectance dialog or using Select Panel... button. In the Select
Reflectance Panel dialog it is possible to: load reflectance information from aCSV file; save current
table (wavelength / reflectance factor); edit the name of a panel in the database (the nameis used in
Calibrate Reflectance dialog); remove the panel from the database.

4. Check on Use reflectance panel and Use sun sensor options in the Calibrate Reflectance dialog to
perform calibration based on panel data and/or image meta information.

5. Click OK to start calibration process.

To calculate a vegetation index

1. Open orthomosaic in the Ortho tab double-clicking on the orthomosaic label on the Workspace pane.

95


比較 : 挿入�
テキスト
"Measurements"

比較 : 削除�
テキスト
"83"

比較 : 削除�
テキスト
"Measurements"

比較 : 挿入�
テキスト
"95"


Measurements

2 Open Raster Mransform tool using " Raster Mransform button from the Ortho view tool bar.

3. Ontheleft-hand side of the Transform tab of the Raster Calculator dialog all the bands of the input
imagesarelisted. Set avegetation index expression on the Output Bands side of thetab using keyboard
input and operator buttons of the raster calculator if necessary. If the expression isvalid, the line will

be marked with Qi?si on.

Y ou can set several vegetation index expressionsto be calculated. Use Q X buttons to add/del ete
linesin thelist of output bands.

5. Click OK button to have the index (or indices) calculated. The result - orthomosaic with vegetation
index (or indices) information, each index being stored in a separate channel, can be exported with
Export orthomosaic command from the File menu. For guidance on the export procedure, please refer
to NDVI data export section of the manual.

6. Alternatively to Step 5, if you would like to have the index visualized in Ortho view of Metashape
window for inspection, follow Steps 6-12. Check Enable transform box and switch to the Palette tab
of the Raster Calculator dialog.

7. Select output band inWUseband field on the Palette tab.

Click '_HJIIDU pdate button to have the histogram of the index values shown on the left-hand side of the
Palette tab. |

19.  Select therange of meaningful index values either manually on the histogram or apply automatically
calculated range with the Auto button at the bottom of the tab.

10. Select palette preset from the drop-down list on the right-hand side of the Palette tab.

11. Click Apply button. Once the operation is completed - all the vegetation indices are calculated, the
index values stored in the selected output band (indices cal culated according to the selected output
band expression set on the Transformtab of the Raster Calculator) will be shown in the Ortho view,
index vaues being visualized with pseudocolors according to the palette set in the Raster Calculator
dialog.

12. You can either continue your work in Raster Calculator or click OK button to close the dialog.

Pal ette defines the color for each index value to be shown with. Metashape offers several standard pal ette
presets on the Pal ette tab of the Raster Calculator dialog. A preset (Heat, NDV1, Gray scale) can be chosen
from the drop-down list on the Palette tab of the Raster Calculator dialog. Alternatively, the user can

upload the palette from a Surfer Color Spectrum (*.clr) file (= 'Import Palette), preliminary prepared in
an external tool.

The palette can also be edited within M etashape environment using DAdd Color and @ Remove Color
buttons on the Pal ette tab of the Raster Calculator dialog. For each new line added to the pal ette a certain
index value should be typed in. Double click on the newly added line to type the value in. A customized

palette can be saved for future projects using mExport Palette button on the Palette tab of the Raster
Calculator dialog.

The range of meaningful index values can be manually adjusted on the |eft-hand side of the Palette tab or
set automatically with the Auto button at the bottom of the tab. Interpolate colors option can be checked
to introduce intermediate colors to the output image.
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False color value on the drop-down list of the palette presets allows to visualize combined results of
particular 3 vegetation indices tackled as false RGB colors.

£ Note

« If you change the index expression for selected output band on the Transform tab, do not forget
to adjust Palette settings for visualization purposes: click Update button on the Palette tab to
have the histogram of the index values updated, set the range of the meaningful values, chose
the proper color palette.

* If you would like to inspect values of a different vegetation index, not the one already shown,
you need to set the corresponding formula in the selected band of the Output Band list on the
Transformtab of the Raster Calculator dialog.

« If you would like to see original multispectral orthomosaic, with no index calculation applied,
uncheck Enable transform option on the Transformtab of the Raster Calculator dialog and click
Apply/OK button. If theinput images havethree channelsmarked asR, G, B, then the orthomosaic
will be visualized as an RGB image (or false RGB). Otherwise, the spectral data from the first
channel will be visualized in gray scale.

Modified visible range cameras

Modified visible range cameras provide data in the form of three channel imagery, but those channels
do not contain standard R, G, B spectrum range information due to some physical manipulation done on
thesensor-or example, a Colored Infrared (CIR) cameraby MAVinci records Red+NIR datain the first
channel, Green+NIR datain the second channel, and NIR datain the third one.

Modified visible range cameras are used for vegetation monitoring along with multispectral cameras. To
cal culate vegetation indices with M etashape the data captured with a modified camera should be calibrated
first. This means we need to get pure R, G, NIR values to apply vegetation index formula. To perform
the calibration, one needs calibration matrix data. In this context, a calibration matrix isamatrix of linear
transformation of source light intensity values in each channel into absolute values of intensity.

In case of CIR cameraby MAVinci, calibration matrix can be calculated based on the histograms for the
following relations: NIR/R, NIR/G. Calibration matrix spectrum values will be equal to the values of the
cut offs (kr, kg) of the corresponding histograms: C = {(kg, 0, -1), (0, kg, -1), (0, 0, 1)} . Then the vector of
the absolute intensity values for R, G, NIR spectrum bands, scaled according to NIR intensity value, can
be calculated as X,=C* X, where C [3x3]- CIR calibration matrix, Xg [3x1]- vector of the source values
of the intensity for each band.

Metashape offers dialog to manually input values of the calibration matrix - see Color Matrix section of
the CIR Calibration tab in the Raster Calculator dialog. (Thetab isavailable for 3 bandsimagery only. If
the project deals with multispectral imagery, thereis no need to calibrate the data.) One can either printin
the values, or select the values with sliders on the histograms. For a CIR cameraby MAVinci, calibration
matrix values can be set automatically with the Auto button.

Once the calibration matrix values are set, click Apply button for Metashape to perform the calibration.
After that you can proceed to Transform and Pal ette tabs of the Raster Calculator to calculate vegetation
indices as described in the section above. Metashape will use calibrated values as Input Bands on the
Transformtab.

Index based contour lines

M etashape enables to cal culate contour lines based on the calculated index values.
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To calculate contour lines based on vegetation index data

1.

Select Generate Contours... command from the orthomosaic icon context menu on the Workspace
pane, while index datais shown in the Ortho view.

Select Orthomosaic as the source for the contours cal cul ation.
Adjust the min/max value and the interval parameters for the task.
Press OK button to calculate index values.

The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

When the procedure is finished, a shape layer with "contours' label will be added to the project file
structure shown on the Workspace pane. The contour lines will be shown over the index data on the
Ortho tab.

L]

Detect Powerlines 4
General

+/ Use model for visibility chedks
Min altitude from DEM (m): 1

Mumber of vertices per line: 11
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Stereoscopic measurements and vectorization

Metashape supports performing measurements and vectorization in stereo mode on stereo pairs
(overlapping photos). In Metashape Hardware stereo is supported only for systems (graphics cards) that
support the technology Quad Buffered Stereo.

Before starting to use stereo mode the parameters of Stereoscopic Display Mode for the current hardware
needs to be adjusted in the General tab of Preferences dialog available from Tools menusMetashape

supports simply anaglyph display mode (for red/blue glasses) as well as hardware stereo mode that
‘assumes polarization glasses and professional grade hardware (GPU that supports quad-buffer stereo and
‘8Dimoniton)The parameters of the 3D controller can be adjusted @MItheINavigationtabiavailableinithe

Preferences dialog window.

‘cannot be configured on the Navigation tab, please follow the steps below:

« check the USB Serial Comport in the Ports section of Device manager dialog;

* open Port Seftings tab of Properties dialog window, then click on Advanced tab. In the Advanced
Seftings dialog switch the COM port number to COM3;

* restart the computer;

*+ in Metashape open Preferences dialog window from Tools menu and in the Navigation tab you should
be able to select COM3 port then for the Stealth3DMous device.

Working with stereo pairsin Metashapeis performed in Model view pane with Top predefined view set up.

Setting up stereo mode
1. Align photos. (For more information about photo alignment refer to Aligning photos section)

2. Switch to Modd view pane.

3. Select Top command from Predefined Views submenu of Model menu.

4. Select Sereo mode view command from the View Mode submenu of the Model menu.
5 Turn on stereo pair overlay by clicking == Show Images toolbar button.
Navigation

1. Navigate through overlaying stereo pair with right mouse button pressed.
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M easurements

2.

To control 3D cursor depth, navigate with the right mouse button and Shift key pressed. When using
the 3D controller, height change is performed with the help of a special whesel.

Stereo pair selection

1

2.

4.

Right button click on the area of interest on the model and select Filter by point command.

In the Photos pane select both images of a stereo pair, right click on the selection and choose Look
Through command.

To avoid switching between stereo pairs while navigating through model, lock current overlaying

stereo pair by clicking LI“‘: Lock Image toolbar button.

In case you need to select another stereo pair, repeat step two.

M easur ements and vectorization

[ (Note

To measure distance click & Ruler toolbar button, hold right mouse button and left click on thefirst
point, than move 3D cursor to the next point and left click onit.

To draw point, click " Draw Point toolbar button and left click on the point of your interest.

To draw polyline click A Draw Polyline toolbar button, left click on the first point, than move 3D
cursor to the next point, and left click on it. Perform double |eft click to finish the polyline.

To draw polygon click ' Draw Polygon toolbar button, left click on the first point, than move 3D
cursor to the next point, and left click on it. Perform double |eft click to finish the polygon.
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Chapter 6. Editing

Using masks

Overview

Masks are used in Metashape to specify the areas on the photos which can otherwise be confusing to
the program or lead to incorrect reconstruction results. Masks can be applied at the following stages of
processing:

» Matching of the images

* Building Depth Maps

* Building Mesh from the depth maps source with the strict volumetric masks option applied

* Building Texture

* Building Tiled Model

¢ Building Orthomosaic

Alignment of the photos
Masked areas can be excluded during feature point detection. Thus, the objects on the masked parts
of the photos are not taken into account while estimating camera positions. This is important in the
setups, where the object of interest is not static with respect to the scene, like when using aturn table
to capture the photos.

Masking may be also useful when the object of interest occupies only a small part of the photo. In
this case a small number of useful matches can be filtered out mistakenly as a noise among a much
greater number of matches between background objects.
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Editing

Building dense point cloud

While building dense point cloud, masked areas are not used in the depth maps computation process.
Masking can be used to reduce the resulting dense cloud complexity, by eliminating the areas on the
photos that are not of interest.

Masked areas are always excluded from processing during dense point cloud and texture generation
stages, including Tiled Model generation process.

Let'stake for instance a set of photos of some object. Along with an object itself on each photo some
background areas are present. These areas may be useful for more precise camera positioning, so it
is better to use them while aligning the photos. However, impact of these areas at the building dense .
point cloud is exactly opposite: the resulting model will contain object of interest and its background.
Background geometry will "consume" some part of mesh polygons that could be otherwise used for
modeling the main object.

Setting the masks for such background areas allows to avoid this problem and increases the precision
and quality of geometry reconstruction.

Building texture atlas

During texture atlas generation (for single mesh model and tiled model), masked areas on the photos
are not used for texturing. Masking areas on the photos that are occluded by outliers or obstacles helps
to prevent the "ghosting” effect on the resulting texture atlas.

Loading masks

Masks can be loaded from external sources, as well as generated automatically from background images
if such datais available. M etashape supports |oading masks from the following sources:

» From aphachannel of the source photos.

» From separate images.

» Generated from background photos based on background differencing technique.

» Based on reconstructed 3D model.

Toimport masks

1

2.

Select Import Masks... command from the File menu.
In the Import Mask dialog select suitable parameters. Click OK button when done.

When generating masks from separate or background images, the folder selection dialog will appear.
Browse to the folder containing corresponding images and select it.

The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.
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Editing

Import Masks
Parameters

Method: From Alpha
Operation: Replacement

Filename template: mask.jp

(]

Tolerance: 163 H

Apply to
All cameras Entire workspace

Selected cameras Current photo

Lok ]
"Import Masks" dialog
The following parameters can be specified during mask import:

Method
Specifies the source of the mask data.

From Alpha=load masks from alpha channel of the source photos.
From [Eile=load masks from separate images.

From Background=generate masks from background photos.
From (Madel™=igenerate masks based on reconstructed model.

Operation
Specifies the action to be done in case a second mask is imported for the photo.

Replacement =new mask will be loaded and stored instead of the original one.

Union=two masks will be united and stored.

Intersection’=ithe intersection of the two masks will be stored as a new mask for the photo.
Differencesionly the difference between two masks will be stored as a new mask for the photo.

Filename template (not used in From @phamaode)
Specifies the file name template used to generate mask file names. This template can contain special
tokens, that will be substituted by corresponding data for each photo being processed. The following
tokens are supported:

{filename} =file name of the source photo without extension.
{fileext} =extension of the source photo.

{camera} ='cameralabel.

{frame}=frame number.

{filenum}="sequential number of the mask being imported.
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For example, {filename} _mask.png template can be used if masks are available in PNG format and
have afimask suffix)

Tolerance (From Backgroundimethodionly)

Specifies the tolerance threshold used for background differencing. Tolerance value should be set
according to the color separation between foreground and background pixels. For larger separation
higher tolerance values can be used.

Generate Masks X

FParameters

Operation: Replacement A
+/ Mask defocus areas

Force model coverage

Blur threshold .00 -

Apply to

® Al cameras Entire workspace
Selected cameras Current photo
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Apply to

Specifies whether masks should be imported for the currently opened photo, active chunk or entire
Workspace.

All cameras=s 0ad masks for active chunk.
Entireworkspace=load masks for all chunksin the project.
Selected eameras=:l oad mask for the currently checked cameras (if any).

Current(photo=load mask for the currently opened photo (if any).

Editing masks

Modification of the current mask is performed by adding or subtracting selections. A selection is created
with one of the supported selection tools and is not incorporated in the current mask until it is merged with
amask using Add Selection or Subtract Selection operations.

To edit the mask

1

Open the photo to be masked by double clicking on its name on the Workspace / iPhotes pane. The
photo will be opened in the main window. The existing mask will be displayed as a shaded region
on the photo.

Select the desired selection tool and generate a selection.

'Invert Selection button allows to invert current
selection prior to adding or subtracting it from the mask.

Selection to subtract the selection from the mask. #.

The following tools can be used for creating selections:
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Editing

L—41 Rectangle selection tool
Rectangle selection tool is used to select large areas or to clean up the mask after other selection tools
were applied.

% Intelligent scissorstool
Intelligent scissorsis used to generate a selection by specifying its boundary. The boundary isformed
by selecting a sequence of vertices with a mouse, which are automatically connected with segments.
The segments can be formed either by straight lines, or by curved contours snapped to the object
boundaries. To enable snapping, hold Ctrl key while selecting the next vertex. To complete the
selection, the boundary should be closed by clicking on the first boundary vertex.

% ntelligent paint tool
Intelligent paint tool is used to "paint" a selection by the mouse, continuously adding small image
regions, bounded by object boundaries.

M agic wand tool
Magic Wand tool is used to select uniform areas of the image. To make a selection with a Magic
Wand tool, click inside the region to be selected.

The range of pixel colors selected by Magic Wand is controlled by the tolerance value. At lower
tolerance values the tool selects fewer colors similar to the pixel you click with the Magic Wand tool.
Higher value broadens the range of colors selected.

[ Note

« Toadd new areato the current selection hold the Ctrl key during selection of additional area.

« To subtract a part from the current selection hold the Shift key during selection of the area to
be subtracted.

» Toreset mask selection on the current photo press Esc key.

A mask can beinverted using Invert Mask command from the Edit menu. The command is activein Photo
view only. Alternatively, you can invert masks either for selected cameras or for al cameras in a chunk
using Invert Masks... command from a photo context menu on the Photos pane.

The masks are generated individually for each image. If some object should be masked out, it should be
masked out on all photos, where that object appears.

Saving masks

Created masks can be also saved for external editing or storage.

To export masks

1. Select Export Masks... command from the File menu.

2. Inthe Export Mask dialog select suitable parameters. Click OK button when done.
3. Browseto the folder where the masks should be saved and select it.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

106


比較 : 置換�
テキスト
[旧 テキスト] :"91"

[新 テキスト] :"106"


Editing

Export Masks

Parameters

File type: Single channel mask image

Filename template:  {filename}_mask.jpg

Apply to
All cameras Entire workspace
Selected cameras Current photo

Lok |
"Export Masks" dialog
The following parameters can be specified during mask export:
Export masksfor
Specifies whether masks should be exported for the currently opened photo, active chunk or entire
Workspace.
Currentphoto='save mask for the currently opened photo (if any).
Activechunk=isave masks for active chunk.

Entir eworkspace=save masks for al chunksin the project.

Filetype
Specifies the type of generated files.

Single channel mask image=generates single channel black and white mask images.

Image with alpha €hanne=generates color images from source photos combined with mask data
in alphachannel.

Mask file names
Specifies the file name template used to generate mask file names. This template can contain special
tokens, that will be substituted by corresponding data for each photo being processed. The following
tokens are supported:
{filename} =file name of the source photo without extension.
{fileext}=extension of the source photo.
{camera} =cameralabel.
{frame}=frame number.

{filenum}='sequential number of the mask being exported.

For example, {filename} _mask.png template can be used to export masksin PNG format with _mask
suffix.
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4 Note

< When importing/exporting mask for the current photo only, Metashape will prompt for the actual
image instead of image folder. Mask file names parameter will not be used in this case.

Editing point cloud

The following point cloud editing tools are available in Metashape:
» Automatic filtering based on specified criterion (sparse cloud only)
» Automatic filtering based on applied masks (dense cloud only)
» Automatic filtering based on points colors (dense cloud only)
» Automatic filtering by class (dense cloud only)
» Automatic filtering by selection (dense cloud only)
* Automatic filtering by confidence (dense cloud only) |
L Reducing number of pointsin point cloud by setting tie point per photo limit (sparse cloud only)
 Reducing number of dense cloud points by setting up point spacing value
 Colorize dense point cloud
+ Sample points operation to create dense point cloud from the mesh or tiled model

* Manua points removal

£ Note

« Poaint cloud editing operation can be undone/redone using Undo/Redo command from the Edit
menu.

Filtering points based on specified criterion

In some casesit may be useful to find out where the points with high reprojection error are located within
the sparse cloud, or remove points representing high amount of noise. Point cloud filtering helps to select
such points, which usually are supposed to be removed.

M etashape supports the following criteriafor point cloud filtering:

Reprojection error
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High reprojection error usually indicates poor localization accuracy of the corresponding point
projections at the point matching step. It isaso typical for false matches. Removing such points can
improve accuracy of the subsequent optimization step.

Reconstr uction @ncertainty)

l
2
Q.
2

High reconstruction uncertainty is typical for points, reconstructed from nearby photos with small
baseline. Such points can noticeably deviate from the object surface, introducing noise in the point
cloud. While removal of such points should not affect the accuracy of optimization, it may be useful

to remove them before building geometry in Point Cloud mode or for better visual appearance of the
point cloud.

I mage count

M etashape reconstruct all the points that are visible at least on two photos. However, points that are

visible only on two photos are likely to be located with poor accuracy. Image count filtering enables
to remove such unreliable points from the cloud.

Projection Accuracy

Thiscriterion allowsto filter out pointswhich projectionswererelatively poorer localized dueto their |

Toremove points based on specified criterion

1.

Switch to Point Cloud view mode using 8& Point Cloud toolbar button.

Select Gradual Selection... command from the Model menu.

In the Gradual Selection dialog box specify the criterion to be used for filtering. Adjust the threshold
level using the dlider. You can observe how the selection changes while dragging the slider. Click
OK button to finalize the selection.
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To remove selected points use Delete Selection command from the Edit menu or click Pt Delete
Selection toolbar button (or simply press Del button on the keyboard). |

) Filtering points based on applied masks

To remove points based on applied masks

1

Switch to Dense Cloud view mode using Dense Cloud toolbar button.
Choose Select Masked Points... command from the Dense Cloud submenu of the Tools menu.

In the Select Masked Points dialog box indicate the photos whose masks to be taken into account.
Adjust the edge softness level using the dlider. Click OK button to run the selection procedure.

To remove selected points use Delete Selection command from the Edit menu or click Pt Delete
Selection toolbar button (or simply press Del button on the keyboard).

Filtering points based on points colors

Toremove points based on points colors

1

Switch to Dense Cloud view mode using =25Dense Cloud toolbar button.
Choose Select Points by Color... command from the Dense Cloud submenu of the Tools menu.

In the Select Paints by Color dialog box the color to be used as the criterion. Adjust the tolerance
level using the dlider. Click OK button to run the selection procedure.

To remove selected points use Delete Selection command from the Edit menu or click X Delete
Selection toolbar button (or simply press Del button on the keyboard).

Filtering points by class

To select objects of the same type in Dense Cloud, you can filter by class. Classification is performed
automatically, you should choose only the class interested.

Filter by class

1.

Switch to Dense Cloud view mode using =5 Dense Cloud toolbar button.
Choose Filter By Class... command from the Dense Cloud submenu of the Tools menu.

In the Select Point Classes dialog box choose classes to be used as the filter. Click OK button to run
the selection procedure.

The result of the filtering will be shown in the Model view.

Select Reset filter command from the Dense Cloud submenu of the Tools menu to cancel filtering
by classes
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Filtering points by selection
Filter by selection

Switch to Dense Cloud view mode using =2=Dense Cloud toolbar button. ;.

-1 T, -
e Select pointsto befilter . - iRectangle Selection, -<Circle Selection or ;_ﬂ Free-Form Selection tools.

3. Choose Filter By Selection... command from the Dense Cloud submenu of the Tools menu.
4. Theresult of thefiltering will be shown in the Model view.

5. Select Reset filter command from the Dense (Cloudisubmentirof the Tools menu to cancel filtering
by classes

Filtering points by confidence

M etashape supports dense point cloud filtering by confidence value. To perform such filtering €Calculate
point €onfidence option should be enabled in the Build Dense Cloud dialog before the dense point cloud
of interest is generated.

Filter by confidence

1 Switch to Dense Cloud view mode using =:5Dense Cloud Confidence toolbar button.

2. Choose Filter by Confidence... command from the Dense Cloud submenu of the Tools menu.

3. Inthe Select Confidence Range dialog box choose min and max value to be used as the filter. The
values define the number of depth maps involved in the point generation.

4. Click OK button to run the selection procedure.
5. Theresult of the filtering will be shown in the Model view.

6. Select Reset filter command from the Dense Cloud submenu of the Tools menu to cancel filtering
by ‘confidence.

Tie point per photo limit

Tiepoint limit parameter could be adjusted before Align photos procedure. The number indicatesthe upper
limit for matching points for every image. Using zero value doesn't apply any tie-point filtering.

The number of tie points can a so be reduced after the alignment process with Tie Points&ThiniPoint Cloud

command available from Tools menu. As a results sparse point cloud will be thinned, yet the alignment
will be kept unchanged.

Filter dense cloud

In Metashape it is possible to reduce the number of the dense cloud points by setting the point spacing
parameter manually which defines the regular grid step.
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Tofilter dense point cloud

1. Select Filter dense cloud command from the Dense Cloud submenu of the Tools menu.
2. IntheFilter Dense Cloud dialog box specify Point spacing in meters to be used.

3. Click OK button to run the selection procedure. |

14. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

4 Note

* In the confirmation dialog box click Yes button if a new dense cloud instance with result
calculation should be created in the active chunk. If No button is pressed the dense cloud filtering
result will overwrite the active dense point cloud instance.

Colorize Dense Cloud

Metashape supports the option to colorize dense point clouds with the colors from the images or
orthomosaic.

To colorize dense cloud

1. Select an active Dense Cloud in the Workspace pane.

2. Choose Colorize Dense@loud:= command from the Dense Cloud submenu of the Tools menu.
3. Inthe Colorize Dense Cloud dialog box select Source data from Orthomosai corlmages option.

4. Click on the OK button to start the procedure. The progress dialog box will appear displaying the
current processing status.
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Estimated points
Defines the expected number of points to be generated.

Manual points removal
Incorrect points can be also removed manually.

Toremove pointsfrom a point cloud manually

1 Switch to Sparse Cloud view mode using 82 Point Cloud toolbar button or to Dense Cloud view

mode using ==& Dense Cloud toolbar button.
b | o, -~

2 Select points to be removed using - .Rectangle Selection, --<Circle Selection or L_g Free-Form
Selection tools. To add new points to the current selection hold the Ctrl key during selection of
additional points. To remove some points from the current selection hold the Shift key during
selection of pointsto be removed.

3.

To delete selected points click the X Delete Selection toolbar button or select Delete Selection

command from the Edit menu. To crop selection to the selected points click the ﬁCrOp Selection
toolbar button or select Crop Selection command from the Edit menu.

Classifying dense(pointcloud 4

M etashape allows not only to generate and visualize dense point cloud but also to classify the pointswithin
it. There are two options: automatic division of all the pointsinto two classes - ground points and the rest,
and manual selection of agroup of points to be placed in a certain class from the standard list known for
LIDAR data. Dense cloud points classification opens way to customize Build Mesh step: you can choose
what type of objects within the scene you would like to be reconstructed and indicate the corresponding
point class as a source data for mesh generation. For example, if you build mesh or DEM based on ground
points only, it will be possible to export DTM (as opposed to DSM) at the next step. |

LAutomatic classification of ground points

For the user to avoid extramanual work Metashape offers feature for automatic detection of ground points.

To classify ground points automatically

1. Select Classify Ground Points... command from the Dense Cloud submenu of the Tools menu.
2. Inthe Classify Ground Points dialog box select theparametersifor the classification procedure.
3. Click OK button to run the classification procedure.

Automatic classification procedure consists of two steps. At the first step the dense cloud is divided into
cellsof acertain size. In each cell the lowest point is detected. Triangulation of these points givesthe first
approximation of the terrain model.

Additionally, at this step Metashape filters out some noise points to be handled as L ow Points class.

At the second step new point is added to the ground class, providing that it satisfies two conditions: it lies
within a certain distance from the terrain model and that the angle between terrain model and the line to
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connect this new point with a point from a ground class is less than a certain angle. The second step is
repeated while there still are points to be checked.

Classify Ground Points

Classes

From: Any dass

To: Ground + Low Points
Parameters

Max angle (%): 15.0 =
Max distance (m): 1

Cell size (m): 50

o< ] concel

"Classify Ground Points" dialog
The following parameters control automatic ground points classification procedure

Max angle (deg)
Determines one of the conditionsto be checked whiletesting apoint asaground one, i.e. setslimitation
for an angle between terrain model and the line to connect the point in question with a point from a
ground class. For nearly flat terrain it isrecommended to use default value of 15 deg for the parameter.
It isreasonable to set a higher value, if the terrain contains steep slopes.

Max distance (m)
Determinesoneof the conditionsto be checked whiletesting apoint asaground one, i.e. setslimitation
for a distance between the point in question and terrain model. In fact, this parameter determines the
assumption for the maximum variation of the ground €elevation at atime.

Cell size(m)
Determines the size of the cells for point cloud to be divided into as a preparatory step in ground
points classification procedure. Cell size should be indicated with respect to the size of the largest
area within the scene that does not contain any ground points, e. g. building or denseforest.

Automatic dense cloud multi-class classification

Metashape allows for semantic classification of dense point clouds to solve the task of higher-level
interpretation of the reconstructed data. Using the machine learning techniques Metashape enables
automatic dense cloud classification to any combination of the following classes. Ground, High
Vegetation, Building, Road, Car and Man-made.

To start the automatic multi-class classification
1. Select Classify Points... command from the Dense Cloud submenu of the Tools menu.

2. Inthe Classify Points dialog box select the source point class for the classification procedure in the
"From" field.
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3. Select thetarget classes from thelist in "To" field. |

A4. Define Confidence parameter in O @drange. Higher value of the parameter means that the point
which class cannot be reliably assigned, will remain unclassified.

5. Click OK button to run the classification procedure.

Classify Points
Classes
From: Any dass
To:

Ground

il

High Vegetation
Building
Dﬁﬂl" EIIP‘FEPﬁ

Confidence: 0.00

Lok ] cancel

"Classify Points' dialog
[{ Note

« If you are not satisfied with the automatic multi-class classification results or would like
to contribute and improve the classificator, please send the manually labeled point clouds
according to the guidelines published on the following page to support@agisoft.com: http://
www.agi soft.com/support/tips-tricks/

Manual classification of densepoint cloud .

Metashape allows to associate all the points within the dense cloud with a certain standard class (see
LIDAR data classification). This provides possibility to diversify export of the processing results with
respect to different types of objects within the scene, e. g. DTM for ground, mesh for buildings and point
cloud for vegetation.

Toassign aclassto agroup of points

L Switch to Dense Cloud view mode using using === Dense Cloud toolbar button.

2 Select points to be placed to a certain class using .- Rectangle Selection, {_7 Circle Selection or

'l_g Free-Form Selection tools. To add new points to the current selection hold the Ctrl key during
selection of additional points. To remove some points from the current selection hold the Shift key
during selection of pointsto be removed.

3. Sdlect Assign Class... command from the Dense Cloud submenu of the Tools menu.

4. Inthe Assign Class dialog box select the source point data for the classification procedure and the
targeted class to be assigned to the selected points. Click OK button to run classification procedure.
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Dense point cloud classification can be reset with Reset Classifi cation command from Tool s&Dense'Cloud
menu.

Editing model geometry

The following mesh editing tools are available in Metashape:
* Decimation tool

* Photoconsistent mesh refinement tool

+ Close holes tool

+ Smooth tool

+ Colorize vertices

» Automatic filtering based on specified criterion

e Manual polygon removal

» Fixing mesh topology |

A More complex editing can be done in the external 3D editing tools. M etashape allows to export mesh and
then import it back for this purpose.

4 Note

 For polygon removal operations such as manual removal and connected component filtering it
is possible to undo the last mesh editing operation. There are Undo/Redo commands in the Edit
menu.

* Please note that Undo/Redo commands are not supported for mesh decimation and this operation
cannot be undone.

Decimation tool

Decimation is atool used to decrease the geometric resolution of the model by replacing high resolution
mesh with a lower resolution one, which is still capable of representing the object geometry with high
accuracy. Metashape tendsto produce 3D model s with excessive geometry resolution, so mesh decimation
isusually a desirable step after geometry computation.

Highly detailed models may contain hundreds of thousands @f#polygons. While it is acceptable to work
with such a complex modelsin 3D editor tools, in most conventional tools like Adobe Reader or Google
Earth high complexity of 3D models may noticeably decrease application performance. High complexity
also resultsin longer time required to build texture and to export model in PDF file format.

In some casesit isdesirable to keep as much geometry details as possiblelikeit is needed for scientific and
archive purposes. However, if there are no specia requirementsit is recommended to decimate the model
down to 100 000 - 200 000 polygons for exporting in PDF, and to 100 000 or even less for displaying in
Google Earth and aike tools.

To decimate 3D model

1. Select Decimate Mesh... command from the Tools menu.
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2. Inthe Decimate Mesh dialog box specify the target number of polygons, which should remain in the
final model. Click on the OK button to start decimation.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click on the Cancel button.

[{ Note

» Textureatlasisdiscarded during decimation process. Y ou will have to rebuild texture atlas after
decimation is complete.

Photoconsistent mesh refinement tool

Metashape allows to refine aready reconstructed mesh with respect to camera photos. This is iterative
process that can further recover details on surface. For example it can recover basrelief or ditch.

Torefinemesh

1. Check the model - it will be refined with respect to camera photos. Y ou can duplicate it with right
click on the model and selecting Duplicate... to refine the copy of model. |

42, Select Refine Mesh... command from the Tools menul.

3. In the Refine Mesh... dialog box specify the target quality of refinement, number of iterations and
smoothness. Click on the OK button to start refinement.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click on the Cancel button.

Refinement parameters

Quality
Specifies the desired refinement quality. Higher quality settings can be used to obtain more detailed
and accurate geometry, but they require longer time for processing. Interpretation of the quality
parameters here is similar to that of accuracy settings given in Building dense point cloud section.

Iterations
Number of refinement iterations. In some cases additional iterations are able to recover more details,
but it will lead to proportional slow down.

Smoothness
Smaller smoothness parameter |eadsto better features recovering but also it can increase noise. Bigger
smoothness parameter leads to better noise suppression, but can smooth out features too. Changing
smoothness value can help to balance between noise suppression and features recovering.

Colorize model vertices

In Metashape the mesh model vertices can be colorized using images, sparse / dense cloud points colors
or orthomosaic data.

To colorize model vertices
1. Select Colorize Vertices command in Mesh submenu from the Tools menu.

2. Inthe Colorize Model dialog box select source data for the operation.
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3. Click onthe OK button to start the procedure.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click on the Cancel button.

Close holes tool

Close Holes tool provides possibility to repair your model if the reconstruction procedure resulted in a
mesh with several holes, due to insufficient image overlap for example.

Some tasks require a continuous surface disregarding the fact of information shortage. It is necessary to
generate a close model, for instance, to fulfill volume measurement task with Metashape.

Close holes tool enables to close void areas on the model substituting photogrammetric reconstruction
with extrapolation data. It is possible to control an acceptable level of accuracy indicating the maximum
size of aholeto be covered with extrapolated data.

Toclose holesin a 3D model
1. Select Close Holes... command in Mesh submenu from the Tools menu.

42. Inthe Close Holes dialog box indicate the maximum size of a hole to be covered with the slider.
3. Click on the OK button to start the procedure.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click on the Cancel button.

[ Note

* Thedider allowsto set the size of aholein relation to the size of the whole model surface.

Smooth tool

The Smooth tool alows you to make the model smoother and remove irregularities on the surface. Some
tasks require a sleek surface disregarding of details or real object more smooth than mesh in Metashape.
Y ou can apply the tool to the entire mesh or only to the selected area.

4 Note
e To apply smoothing to a specific area, you must first select it and then apply the tool.

To smooth mesh
1. Seect Smooth mesh... command in Mesh submenu of Tools menu.

2. (mthe Smooth mesh dial og (box'set'the Strength parameter using slider:Y ou can @sorenableicheck
box (Applyito selected faces.

3. Click OK when done. To cancel processing click Cancel button.

[{ Note

* (Fix‘borders option can be applied to the models with the open edges, it allows to preserve the
position of the mesh vertices along the open edges when using smoothing.
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Polygon filtering on specified criterion

In some cases reconstructed geometry may contain the cloud of small isolated mesh fragments surrounding
the "main" model or big unwanted polygons. Mesh filtering based on different criteria helps to select
polygons, which usually are supposed to be removed.

M etashape supports the following criteria for face filtering:

Connected component size
This filtering criteria alows to select isolated fragments with a certain number of polygons. The
number of polygonsin al isolated components to be selected is set with a dider and is indicated in
relation to the number of polygons in the whole model. The components are ranged in size, so that
the selection proceeds from the smallest component to the largest one.

Polygon size
This filtering criteria allows to select polygons up to a certain size. The size of the polygons to be
selected is set with adider and is indicated in relation to the size of the whole model. This function
can be useful, for example, in case the geometry was reconstructed with the extrapolation and there |

L isaneed to remove extra polygons automatically added by Metashape to fill the gaps; these polygons
are often of alarger sizethanithe rest.

Toremove small isolated mesh fragments
1. Select Gradual Sdlection... command from the odel menu.
2. Inthe Gradual Selection dialog box select Connected component size criterion.

3. Select the size of isolated components to be removed using the dlider. Size of the largest component
is taken for 100%. Y ou can observe how the selection changes while dragging the slider. Click OK
button to finalize the selection.

4. To remove the selected components use Delete Selection command from the Edit menu or click
Pt Delete Selection toolbar button (or simply press Del button on the keyboard).

Toremovelarge polygons

1. Select Gradual Selection... command from the iodeh menu.

2. Inthe Gradual Selection dialog box select Polygon size criterion.

3. Select the size of polygons to be removed using the slider. Size of the largest polygon is taken for
100%. You can observe how the selection changes while dragging the dlider. Click OK button to
finalize the selection.

4. To remove the selected components use Delete Selection command from the Edit menu or click

X Delete Selection toolbar button (or simply press Del button on the keyboard).

Note that Metashape always selects the fragments starting from the smallest ones. If the model contains
only one component the selection will be empty.

Manual face removal

Unnecessary and excessive sections of model geometry can be also removed manually.
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Toremove part of the mesh polygons manually

1.

-1

Select rectangle, circle or free-form selection tool using . —iRectangle Selection, {_“Circle Sdlection

or 'l_g Free-Form Selection toolbar buttons.

Make the selection using the mouse. To add new polygons to the current selection hold the Ctrl key
during selection of additional polygons. To remove some polygons from the current selection hold
the Shift key during selection of polygons to be excluded.

To delete selected polygons click the X Delete Selection toolbar button or use Delete Selection

command from the Edit menu. To crop sel ection to the selected polygonsclick the tlf- Crop Selection
toolbar button or use Crop Selection command from the Edit menu.

Togrow or shrink current selection

1

12,

To grow current selection press PageUp key in the selection mode. To grow selection by even alarger
amount, press PageUp while holding Shift key pressed. |

To shrink current selection press PageDown key in the selection mode. To shrink selection by even
alarger amount, press PageDown while holding Shift key pressed.

Fixing mesh topology

Metashape is capable of basic mesh topology fixing.

To fix mesh topology

1. Select View Mesh Satistics... command from the Tools menu.

2. In the Mesh Statistics dialog box you can inspect mesh parameters. If there are any topological
problems, Fix Topology button will be active and can be clicked to solve the problems.

3. The progress dialog box will appear displaying the current processing status. To cancel processing

click on the Cancel button.

Editing mesh in the external program

To export mesh for editing in the external program

1

2.

Select Export Model... command from the File menu.

In the Save As dialog box, specify the desired mesh format in the Save as type combo box. Select the
file name to be used for the model and click Save button.

In the opened dialog box specify additional parameters specific to the selected file format. Click OK
button when done.

Toimport edited mesh

1

2.

Select Import Mesh... command from the File menu.

In the Open dialog box, browse to the file with the edited model and click Open.
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4 Note

» Metashape supports loading models in Wavefront OBJ, 3DS, STL, COLLADA, Stanford PLY,
Autodesk FBX, Autodesk DXF, OpenCTM and U3D fileformatsonly. Please make sureto select
one of these file formats when exporting model from the external 3D editor.

» Please be aware that it isimportant to keep reference information for the model if any. i

Shapes

Shapes are used to indicate boundaries either for export or for measurement procedures. Shapes can be
drawn over DEM or Orthomosaic aswell as over model using buttons from the Ortho/Model view toolbar.
Alternatively, shapes can be loaded from external files (SHP, KML, KMZ, DXF, GeoJSON formats are
supported) using Import Shapes... command of Import... submenu available from the File menu. Shapes |

 created in Metashape can be exported using Export Shapes... command of Export... submenu available
from the File menu.

To draw a shape on DEM/Orthomosaic/M odel

1. Open DEM/orthomosaic in Ortho view double clicking on DEM/orthomosaic label in the Workspace
pane. Alternatively, model in Model view.

2. =] . ,R\ . n .

Select Draw Poaint /“ ™ Draw Polyline/ '—' Draw Polygon instrument from the toolbar.

3. Draw a point/polyline/polygon on the DEM/orthomosaic/model with a cursor. By default the shape
vertex will be put on the available surface, however, in Metashape is it possible to draw the shapes
on a given plane (for example, at a certain height). To set up the drawing plane, select polyline or
polygon shape with three or more vertices or three markers placed in 3D. Then right click on the

selection and choose Set Drawing Plane command from the context menu. To reset Drawing Plane
select the corresponding command from the context menu.

4. Doubleclick on thelast point to indicate the end of a polyline. To complete a polygon, place the end
point over the starting one.

> Oncethe shapeisdrawn, ashape label "/ will be added to the chunk data structure on the Wor kspace

pane. All shapes drawn on the same model (and on the corresponding DEM and orthomosaic) will
be shown under the same label on the Workspace pane.

6. The program will switch to a navigation mode once a shape is compl eted.

Drawing shapesin 3D (on the model) solves issues with building basements and other features which are
not visible on the orthomosaic. However, drawing on amodel might not be accurate enough. For this case
M etashape offers possibility to draw a shape on source photos and automatically reconstruct it in 3D.

To automatically reconstruct a shapein 3D
1. Enable Attach markers option available in Markers submenu of Tools menu.
2. Open aphoto in Photo view double clicking on the photo thumbnail in the Photo pane.

3 Select “*" Draw Point /™ Draw Polyline / '/ Draw Polygon instrument from the tool bar.

4. Draw apoint/polyline/polygon on the photo with a cursor.
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5. Doubleclick on thelast point to indicate the end of apolyline. To complete a polygon, place the end
point over the starting one. All the vertices will be indicated with markers.

6. Switch to Model view to see that the shape has been reconstructed in 3D automatically.

7. Torefinethe position of the shape, filter photos by shape using the corresponding command from the
shape context menu. The shape must be selected - to select a shape double click onit.

8. Inspect al the relevant photos to refine markers-vertices positions where necessary. The position of
the shape in 3D will automatically be refined.

After a shape has been drawn, it can be edited using Insert Vertex / Delete Vertex commands from the
context menu. Delete Vertex command is active only for avertex context menu. To get accessto the vertex
context menu, select the shape with a double click first, and then select the vertex with a double click on
it. To change position of avertex, drag and drop it to a selected position with the cursor. Positions of the
markers-vertices cannot be changed in the Model view. |

| Shapes allow to measure distances both on DEM and 3D model and to measure coordinates, surface
areas and volumes on 3D model. Please refer to Performing measurements on 3D model, Performing
measurements on DEM sections of the Manual for details.
Shapes added to the particular chunk of the project can be organizedinto layers. Thefirst layer isgenerated
automatically on creation of the first shape and is placed into the Shapes folder on the project tree. This
layer is meant to serve as a background thus named No Layer. It is originally set as default one to store
all the shapes.
To create a new layer use Create Shape Layer command from the context menu of the Shape folder on
the Workspace pane. A layer can be set as default one using Set as default command from the context
menu of the layer name on the Workspace pane. A newly created layer can be renamed with a relevant
command from the context menu.

Export Layers... command from the context menu of alayer allows to save shapes from the layer in one
of the supported export formats available: SHP, DXF, KML, KMZ, GeoJSON.

A shape can be labeled and saved to a certain layer using Properties... command from the context menu
of the shape in the Model/Ortho view.

Shape properties
The'styl efof the'shapel ayer Canbedefinedin M etashape. Itiispossibletoassingthelabelybordercolor; fill

color andfillistyle(forpolygons)yandiransparency for the layer. Attribute table customization is available
from the shape properties dialog for each shape, where an attribute and its value can be specified.

4  (Noete

 Polygon fill styleis applied only in Ortho view mode.

To(set propertiesforia shape |
1. Right-clink on the selected shape in the Model, Ortho or Photo view mode.
2. Select Properties... command from the context menu.

3. Assigntheshapeto an existing layer fromthelist or create anew one by clicking on Add Layer button.
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4. Populate the attribute table for the shape.
5. Click OK if to complete the settings.

It is possible to modify the style of the shape layer in the Metashape from the shape Properties pane. To
open the Properties pane, select Properties command from the View menu. Then the selected shapes will
be displated in the pane and the access to the related shape layers properties will be provided

Orthomosaic seamlines editing

M etashape software offers various blending options at orthomosaic generation step for the user to adjust
processing to their data and task. However, in some projects moving objects can cause artefacts which
interfere with visual quality of the orthomosaic. The same problem may result from oblique aerial imagery
processing if the area of interest contains high buildings or if the user has captured facade from too oblique
positions. To eliminate mentioned artefacts Metashape offers seamline editing tool. The functionality
allowsto choose manually theimage or imagesto texture the indicated part of the orthomaosaic from. Thus,
the final orthomosaic can be improved visually according to the user's expectations.

Automatic seamlines can be turned on for inspection in the Ortho view with pressing the = Show
Seamlines button from the Ortho view toolbar.

To edit orthomosaic seamlines

1 Draw a polygon on the orthomosaic using '/ Draw Polygon instrument to indicate the area to be

retextured. |
,2. Select Assign Images... command from the context menu of the selected polygon.

3. In the Assign Images dialog box select the image to texture the area inside the polygon from.
Orthomosai ¢ preview on the Ortho tab allowsto eval uate the results of the selection. Click OK button
to finalize the image selection process.

Click '_“JIIE Update Orthomosai ¢ button from the Ortho view toolbar to apply the changes.

Assign Images dialog allows to activate multiple selection option. If the Allow multiple selection optionis
checked, it is possible to assign several images to texture the area inside the polygon from. However, in

this case there is no possibility to preview the resulting orthomosaic. It is necessary to @lick F‘:[l'ﬂ Update
Orthomosaic button from the Ortho view toolbar to apply the changes and see theresults. Until the changes
areapplied, the areaof interest will be marked with anet of blue color to indicate that some editsarewaiting
for enforcement. Blending method selected at build orthomosaic step will beimplemented at orthomosaic
editing step.

Assign Images dialog, aternatively, allows to exclude selected images from texturing the area of interest.
Check Exclude selected images option to follow this way. Please note that in this case preview illustrates
theimageto be excluded, i.d. the results one should expect after applying the changes are not shown. Click

F'J[I'ﬂ Update Orthomosaic button from the Ortho view toolbar to apply the changes.

If the Assign image operation should be repeated several times, it is recommended to use '™/ Draw Patch
tool available from the Ortho menu or with a corresponding Toolbar button of the Ortho view menu. In
this case it will still be required to draw polygons as in the procedure above, but the best fit image will be
assigned automatically, being selected with respect to the first drawn vertex of the patch.
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Editing textures

Remove lighting

Metashape can delight texture automatically. Generally, removing shadows and recovering lighting-
neutral color while preserving texture featuresisimpossible - at least because of ambiguity between dark
texture produced by shadows on surface and dark texture produced by dark regions of the surface. But in
practice in many cases heuristics based on some assumptions can provide good results.

Texture delighting tool smooths out dark and light sides of object model and can additionally light up
surface areas that were found to be too dark with respect to ambient occlusion map.

1. Open project with textured model. In casethe external model should be delit, the empty project or new
chunk can be created, add new chunk selecting Add Chunk command from the Workspace context
menu and then import textured mesh using Import Model command in the Import submenu of File
menu.

2. Duplicatemodel. To be ableto compare delighted texture with the original one afterwards, you should
preliminary duplicate the model and then delight only the second one. To duplicate the model, right
click on(Werkspace3D Model and select Duplicate.

3. Select Remove lighting command from the Mesh submenu of the Tools menu.

In the Remove lighting dialog box select the kind of parameters to be performed. Options include: color
mode, presets and ambient occlusion. Click OK button when done.

Color mode
You can use two types color mode: Single color and Multi color. Use Single color if the model is
homogeneous and use Multi color if scene presents a combination of the colors. |

) Presets
Preset configures advanced parameters for some special cases.

Aggr essive((forirocks)
Preset, it is adjusted for delighting of rocks, but still sometimes can lead to artefacts.

Ambient occlusion map
Optionally, you canload into M etashape ambient occlusion texture map and thetool will try to recover
ambient occlusion dark areas on the model.

Resize texture

M etashape supports texture resizing. Select Resize texture command from the Mesh submenu in the Tools
menu to change the size of the texture.

In the Resize texture dialog box set the diffuse map sizein pix. Click OK button when done.

Diffuse map size (pix)
You can set the parameters for resizing texture in order to upscale or downscale it.
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Chapter 7. Automation

Using chunks

When working with typical datasets, automation of general processing workflow allowsto perform routine
operations efficiently. Metashape alows to assign several processing steps to be run one by one without
user intervention thanks to Batch Processing feature. Manual user intervention can be minimized even
further dueto 'multiple chunk project' concept, each chunk to include onetypical dataset. For aproject with
several chunks of the same nature, common operations available in Batch Processing dialog are applied to
each selected chunk individualy, thus allowing to set several data setsfor automatic processing following
predefined workflow pattern.

In addition, multiple chunk project could be useful when it turns out to be hard or even impossible to
generate a 3D model of the whole scene in one go. This could happen, for instance, if the total amount
of photographs is too large to be processed at a time. To overcome this difficulty Metashape offers a
possibility to split the set of photos into several separate chunks within the same project. Alignment of
photos, building dense point cloud, building mesh, and forming texture atlas operations can be performed
for each chunk separately and then resulting 3D models can be combined together.

Working with chunks is not more difficult than using Metashape following the general workflow. In fact,
in Metashape always exists at |east one active chunk and all the 3D model processing workflow operations
are applied to this chunk.

To work with several chunks you need to know how to create chunks and how to combine resulting 3D
models from separate chunks into one model.

Creating a chunk

To create new chunk click on the & Add Chunk toolbar button on the Workspace pane or select Add
Chunk command from the Workspace context menu (available by right-clicking on the root element on
the Workspace pane).

After the chunk is created you may load photosinit, align them, generate dense point cloud, generate mesh
surface model, build texture atlas, export the models at any stage and so on. The models in the chunks
are not linked with each other.

Thelist of all the chunks created in the current project is displayed in the Workspace pane along with flags
reflecting their status.

The following flags can appear next to the chunk name:

R (Referenced)
Indicates that 3D model in the chunk was referenced. Also will appear when two or more chunks are
aligned with each other. See information on how to reference the model in Setting coordinate system.

S (Scaled)
Indicates that 3D model in the chunk was scaled based on scale bars information only, with no
reference coordinates data being present. See information on scale bar placement in Optimization
section.

T (Transformed)
Indicates that 3D model has been modified manually with at least one of the following instruments:

[ 1Y . . P, .
“I# Rotate object, & Move object or ““& Scale object.
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To move photos from one chunk to another simply select themin thelist of photos on the Wor kspace pane,
and then drag and drop to the target chunk.

4 Note

» Chunk can contain several instances of the same object (point clouds, 3D model, etc).

Working with chunks

All operations within the chunk are carried out following the common workflow: loading photographs,
aligning them, generating dense point cloud, building mesh, building texture atlas, exporting 3D model
and so on.

Note that all these operations are applied to the active chunk. When anew chunk is created it is activated

automatically. Save project operation savesthe content of all chunks. To save selected chunks as aseparate
project use Save Chunks command from the chunk context menu.

To set another chunk as active
1. Right-click on the chunk title on the Workspace pane.

2. Select Set Active command from the context menu.

To remove chunk
1. Right-click on the chunk title on the Workspace pane.
2. Select Remove Chunks command from the context menu.

To rearrange the order of chunksin the Workspace pane ssimply drag and drop the chunksin the pane.

Aligning chunks

After the "partiad" 3D models are built in several chunks they can be merged together. Before merging
chunks they need to be aligned.

To align separate chunks
1. Select Align Chunks command from the Workflow menu.

2. Inthe Align Chunks dialog box select chunks to be aligned, indicate reference chunk with a double-
click. Set desired alignment options. Click OK button when done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click the Cancel button.

Aligning chunks parameters
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Align Chunks

Chunk 1 (221 cameras, 11 markers, 435,468 poi...
Chunk 2 (221 cameras, 10 markers, 392,772 ...

General

Method: Point based

Fix scale

Image Matching

Accuracy: High
Key point limit: 40,000
Apply masks to: lone

Generic preselection

Lok ] Cancel

"Align Chunks" dialog

Thefollowing parameters control the chunksalignment procedure and can be modified in the Align Chunks
dialog box:

Method
Defines the chunks alignment method. Point based method aligns chunks by matching photos across
all thechunks. M ar ker (based'methoduses markers ascommon pointsfor different chunks, Thedetails
on using markers are available in the Setting coordinate system section. Camera based method is
used to align chunks based on estimated camera locations. Corresponding cameras should have the
same label.

Accuracy (Point based alignment only)
Higher accuracy setting hel psto obtain moreaccurate chunk alignment results. L ower accuracy setting
can be used to get the rough chunk alignment in the shorter time.

Point limit (Point based alignment only)
The number indicates upper limit of feature points on every image to be taken into account during
Point based'chunksialignment. |

Fix scale
Option is to be enabled in case the scales of the models in different chunks were set precisely and
should be left unchanged during chunks alignment process.

Preselect image pairs (Point based alignment only)
The aignment process of many chunks may take a long time. A significant portion of thistime is
spent for matching of detected features across the photos. Image pair preselection option can speed
up this process by selection of a subset of image pairs to be matched.
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Apply mask to (Point based alignment only)

If apply mask to key (pointsoptionii s selected, areas previously masked on the photos are excluded
from feature detection procedure. Apply mask to tie points option means that certain tie points are
excluded from alignment procedure. Effectively thisimpliesthat if some areais masked at least on a
single photo, relevant key points on the rest of the photos picturing the same areawill be also ignored
during alignment procedure (atie point is a set of key points which have been matched as projections
of the same 3D point on different images). This can be useful to be able to suppress background in
turntable shooting scenario with only one mask. For additional information on the usage of masks
please refer to the Using masks section.

4 Note

¢ Chunk alignment can be performed only for chunks containing aligned photos.

» Thereis no need to perform chunk alignment for georeferenced chunks, as they are already in
the same coordinate frame.

Merging chunks

After dignment is complete the separate chunks can be merged into a single chunk.
To merge chunks

1. Select Merge Chunks command from the Workflow menu.

2. Inthe Merge Chunks dialog box select chunks to be merged and the desired merging options. Click
OK button when done.

3. Metashapewill mergethe separate chunksinto one. The merged chunk will be displayed in the project
content list on Workspace pane.

Merge chunks parameters

Merge Chunks

Chunk 1 (813 cameras, 7 markers, 4,748,556 points)...
Chunk 2 (1035 cameras, 10 markers, 3,940,318 poin...

Merge dense douds Merge tie points
Merge models Merge markers
Merge DEMs Merge orthomosaics

Merge depth maps

[ ok |
"Merge Chunks' dialog

Thefollowing parameters control the chunks merging procedure and can be modified in the Merge Chunks
diaog box:
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Mer ge dense clouds
Defines if dense clouds from the selected chunks are combined.

Merge models
Defines if models from the selected chunks are combined.

Merge DEMs
Defines if DEMs from the selected chunks are combined.

M er ge depth maps
Definesif depth maps from the selected chunks are combined.

Mergetie points
Defines if the projections of the tie points for corresponding features should be merged. Since tie
points merging operation assumes re-matching of the features from different chunks, the operation
may be time consuming. Thus it is recommended to disable tie points merging, unlessit is required
by the task specifics.

Merge markers
Defines if markers from the selected chunks are merged (only markers with the same labels would
be merged).

Mer ge orthomosaics
Defines if orthomosaics from the selected chunks are combined.

Chunks merging result (i.e. photos, point clouds and geometry) will be stored in the new chunk and it may
be treated as an ordinary chunk (e.g. the model can be textured and/or exported).

[{ Note

» Dense cloud and model merging operations will be applied only to the active items. Disabled
(inactive) items will not be transferred to the merged chunk.

Batch processing

M etashape allows to perform general workflow operations with multiple chunks automatically. It isuseful
when dealing with alarge number of chunks to be processed.

Batch processing can be applied to all chunks in the Workspace, to unprocessed chunks only, or to the
chunks selected by the user. Each operation chosen in the Batch processing dialog will be applied to every
selected chunk before processing will move on to the next step.

Align Photos Align/Merge Chunks Save/load Project
Optimize Alignment Decimate Mesh Export/Import Cameras
Build Dense Cloud Smooth Model Export Points

Build Mesh Close Holes Export Model

Build Texture Calibrate Colors Export Texture

Build Tiled Model Remove Lighting Export Tiled Model
Build DEM Classify Points/ Ground Points  Export DEM

Build Orthomosaic Import Shapes Export Orthomosaic
Refine Mesh Import Masks Reset Region
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‘Sample Points
Detect Markers

Generate Report |

To start batch processing

1.

A2

‘Generate Masks ‘Convert Images
Detect Fiducials Run Script
Colorize Dense Cloud / Model

Select Batch Process... command from the Wor kflow menu. "

Click Add to add the desired processing stages.

In the Add Job dialog select the kind of operation to be performed, the list of chunks it should be
applied to, and desired processing parameters. Click OK button when done.

Repeat the previous steps to add other processing steps as required.

Arrange jobs by clicking Up and Down arrows at the right of the Batch Process... dialog box.

Click OK button to start processing.

The progress dialog box will appear displaying the list and status of batch jobs and current operation
progress. To cancel processing click the Cancel button.

Batch Process

Crder

1
2
3
4
5
-+

7

Job Type

Align Photos

Build Dense Clo...
Optimize Align...

Build DEM

Build Orthomos...

Build Mesh

Build Texture

Applies To

All Chunks
All Chunks
All Chunks
All Chunks
All Chunks
All Chunks
All Chunks

=

Save project after each step

Cancel

When the batch process includesimport/export features that are applied to multiple chunksit isreasonable
to use the following templates in the Path field of the import/export jobs:

« ({filename}=filename (without extension),

* {fileext}=file extension,
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 {camera}=cameralabd,

{frame}=frame index,

{chunklabel}=chunk label,

{imagefolder}=folder containing images of an active chunk,

{projectfolder}=path to the folder containing current project,

{projectname}='current project filename,

{projectpath}=absol ute path to the current project.

Thelist of tasks for batch processing can be exported to XML structured file using m Save buttonin the

Batch processing dialog and imported in a different project using = Open button.

4D processing

Overview

M etashape supports reconstruction of dynamic scenes captured by aset of statically mounted synchronized
cameras. For this purpose multiple image frames captured at different time moments can be loaded for
each camera location, forming a multiframe chunk. In fact norma chunks capturing a static scene are
multiframe chunks with only a single frame loaded. Navigation through the frame sequenceis performed
using Timeline pane.

Although aseparate static chunk can be used to process photosfor each time moment, aggregate multiframe
chunks implementation has several advantages:

» Coordinate systems for individual frames are guaranteed to match. There is no need to align chunksto
each other after processing.

 Each processing step can be applied to the entire sequence, with a user selectable framerange. Thereis
no need to use batch processing, which simplifies the workflow. |

¢ Accuracy of photo alignment is better due to the joint processing of photos from the entire sequence.
» Markers can be tracked automatically through the sequence.
* Intuitive interface makes navigation through the sequence pretty simple and fast.

Multiframe chunks can be al so efficient (with some limitations) for processing of disordered photo sets of
the same object or even different objects, provided that cameras remain static throughout the sequence.

Managing multiframe chunks

Multiframe layout is formed at the moment of adding photos to the chunk. It will reflect the data layout
used to store image files. Therefore it is necessary to organize files on the disk appropriately in advance.
The following data layouts can be used with Metashape:

a. All framesfrom corresponding camera are contained in a separate subfolder. The number of subfolders
is egual to the number of cameras.
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b. Corresponding framesfrom all cameras are contained in aseparate subfolder. The number of subfolders
is equal to the number of frames.

c. All frames from corresponding camera are contained in a separate multilayer image. The number of
multilayer images is equal to the number of cameras.

d. Corresponding frames from all cameras are contained in a separate multilayer image. The number of
multilayer imagesis equal to the number of frames.

Once the data is properly organized, it can be loaded into Metashape to form a multiframe chunk. The
exact procedure will depend on whether the multifolder layout (variants a and b) or multilayer (variants
¢ and d) layout is used.

To create a chunk from multifolder layout

L Select & Add Folder... command from the Wor kflow menu.

2. Inthe Add Folder dialog box browse to the parent folder containing subfolders with images. Then
click Select Folder button.

3. Inthe Add Photos dialog select (Dynamicscene(4D) data layout. For layout a) above select Create
camera from each subfoldersFor layout b) select Createframe from each subfolder:

4. Created multiframe chunk will appear on the Workspace pane.

To create a chunk from multilayer images

L Select Add Photos... command from the Workflow menu or click @ Add Photos toolbar button.

2. Inthe Add Photos dialog box browse to the folder containing multilayer images and select files to
be processed. Then click Open button.

3. Inthe Add Photos dialog select the suitable data layout. For layout c) above select (Createicamera
from each multilayer filesFor layout d) select @reateiframe from each multilayer file:

4. Created multiframe chunk will appear on the Workspace pane. i

) Itisrecommended to inspect the |oaded frame sequencefor errors. This can be done by scrolling theframe
selector in the Timeline pane and inspecting thumbnailsin the Photos pane during scrolling.

In case each frame should be processed completely separately, it is possible to split them using Split
frames... command from the chunk context menu.

Frames can be added from one chunk to another. To do that right-click on the chunk's label in the
Workspace pane and select Add =»Add frames command. In the Add Frames dialog select chunk where
from the frames will be added and click OK button.

After multiframe chunk is created, it can be processed in the same way as normal chunks. For multiframe
chunks additional processing parameters allowing to select the range of frames to be processed will be
provided where appropriate.

Tracking markers

Metashape allows to automatically track marker projections through the frames sequence, provided that
object position doesn't change significantly between frames. This greatly simplifies the task of labeling of
amoving point if the number of framesislarge.
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Totrack markersthrough the frame sequence

1. Scroll frame selector inthe Timeline paneto the 1st frame. Add markersfor the 1st frame as described
in the Setting coordinate system section.

2.  Select Track Markers... command from the Markers submenu of the Tools menu.

3. Adjust the starting and ending frame indicesif necessary. Default val ues correspond to tracking from
the current frame to the end of sequence. Click OK button to start tracking.

Check tracked marker locations. Automatically tracked markers will be indicated with “2? icons. In
case of a placement error at some frame, adjust the wrong marker location within the frame where

the failure occurred. Once the marker location is refined by user, the marker icon will change to ":U

5. Restart tracking from that frame using Track Markers... command again.
£ Note

« If the ending frame index is smaller than the starting index, tracking will be performed in the
backwards direction.

» Automatic marker tracking is likely to fail in case when structured light is used to add texture

details to the object surface, as the light pattern will not be static with respect to the moving
object surface.

Python scripting
Python scripting in Metashape

M etashape supports Python API, using Python@i8as a scripting engine.
Python commands and scripts can be executed in Metashape through one of the following options:

1) Metashape Console pane can serve as Python rich €onsole!

2 |, Click L€¥ Run Script button on Console pane toolbar or use ¥ Run Script... command from the Tools
menu to run a Python script.

, From command-line using crrarguments

On Windows:
metashape.exe -r <scriptname.py>

On Linux:
Jmetashape.sh -r <scriptname.py>

On Mac OS X:
/M etashapePro.app/ContentsM acOS/M etashapePro -r <scriptname.py>

| From autorun folder.
for Windows: C:/Users/<user>/AppData/L ocal/Agisoft/M etashape Pro/scripts/

for Linux: /home/<user>/.local/share/Agisoft/M etashape Pro/scripts/
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for Mac OS X: /Users/<user>/Library/Application Support/Agisoft/M etashape Pro/scripts/
on any OS (for all users): <installation folder>/scripts/

For details on Metashape functionality accessible through Python scripts please refer to Python AP
Reference document available on Agisoft official website (hitp:/www:agisoft:com/downloads/user=
manuals/).

The collection of the sample Python scriptsis available on Agisoft GitHub repository: https.//github.com/
agisoft-llc/metashape-scripts.

Stand-alone Python module

M etashape can be used as Python 3 package for stand-al one Python module devel opment.

To configure development environment

1. Download Metashape Python 3 module for your platform from Agisoft web-site: https:/
www.agi soft.com/downloads/installer/

2. Install Metashape Python 3 module

3. Import Metashape Python 3 module and start @development:iimport M etashape

Java API

Metashape Java API allows to integrate photogrammetric processing engine into applications devel oped
using Java programming language. It comes in the form of software library and need to be downloaded
separately from Downl oads section of Agisoft website.

To configure development environment
1. Download Metashape JavaAPI from Agisoft web-site: https://www.agisoft.com/downloads/installer/ |
12.  Unpack downloaded archive and copy libs and jniLibs folders to your project directory.

3. Addjarsfrom thelibsfolder to your classpath.

¢ Important
Java garbage collection system may not release memory associated with Metashape objects in a
timely manner as it doesn't know memory consumption of underlying native objects. To prevent
excessive memory consumptionit ishighly recommended to call del ete() method manually for each
object obtained using Metashape Java APl when it is no longer needed.

For details on Metashape Java API functionality please refer to the included javadoc package. Also please
take alook at examples available in the samples directory to get started.
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Chapter 8. Distributed processing

Local network processing

Overview

Agisoft Metashape can be configured to run on a computer cluster where processing is distributed on
several computer nodes connected to alocal network. In such configuration multiple M etashape instances
running on different processing nodes can work on the same task in parallel, effectively reducing the total
processing time needed.

Processing tasks are divided between the nodes on a chunk by chunk or frame by frame basis (when
possible). In addition a more fine grained distribution can be optionally enabled for image matching
and alignment, generation of dense point clouds, tiled models, DEMs and orthomosaics, as well as
mesh generation from depth maps, in which case processing of individual chunks/frames will be further
subdivided between several processing nodes.

Communication between processing nodes, server and clients is performed using TCP connections. In
addition, shared network storage accessible for al processing nodes and clients is used for storing the
source data and intermediate processing results.

Cluster components

Server

—mi Processing Node 1
TCP TCcp
Master Processing Node 2
Server

Processing Node N
Network Storage

The server node coordinates operation of all processing nodes, maintaining a task queue for al projects
scheduled for processing. The clients can connect to the server to start new processing tasks or monitor
progress of existing ones.
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The server itself doesn't perform any processing and can easily run on slow hardware. The server
component is critical for operation of the cluster, and is not fault tolerant. Measures should be taken to
ensure continuous operation of the server node.

The server node accepts TCP connections from processing nodes and clients. Additional dave servers can
be connected to the master server to perform replication of processing queue for additional fault tolerance
in critical environments.

Processing nodes

Processing nodes perform actual calculations, and thus need to be run on fast hardware. Each processing
node connects to the server on startup and waits for atask to be assigned. Once the task is available, the
node starts processing, informing the server about the progress. When processing is finished, the results
are stored on shared network storage, and the server isinformed about completion. Then a node switches
to the next task when it becomes available.

Processing nodes can be added or removed from the cluster as needed. Abnormal shutdown of processing
node doesn't cause cluster failurein most cases. Nevertheless, it is highly recommended to stop particular
nodes using Agisoft Network Monitor before disconnecting them from the cluster.

Clients

Clients can connect to the server nodeto control cluster operation or to monitor its status. New tasks can be
submitted for processing using Agisoft Metashape software configured as a network client, while cluster
monitoring is performed using Agisoft Network Monitor. Multiple clients can be connected to the server
node simultaneously.

Cluster setup

Before proceeding to the following steps please make sure that shared network storage is accessible from
all processing and client nodes using the same absol ute path. 1t should be either mounted to the same folder
on all nodes (Linux), or should have the same UNC network path (Windows). In case such configuration
isnot possible (for example in mixed Windows/Linux cluster), a path prefix can be specified on each node
to compensate for the differences.

Starting server

It is recommended to configure server with a static |P address, not dynamically assigned one. This IP
address will be needed for each processing node and client.

The server process can be started by executing M etashape with the following command line arguments:
metashape --server --host <ip>[:port]

--server parameter specifies that M etashape should be started in a server mode.
--host <hostname>[:port] parameter specifies the network interface to be used for communication with
clientsand processing nodes. In case port valueis omitted, the default port 5840 is used. The host parameter

can be specified multiple time, in which case the server will listen for connections on multiple interfaces.

--master <hostname>[:port] parameter switches the server to slave mode and starts replication of the
specified master server. In case port value is omitted, the default port 5840 is used.

Example:
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metashape --server --host 10.0.1.1

In this case Metashape will use 10.0.1.1 interface for both clients and processing nodes with default port
value.

Starting network nodes

The processing node can be started by executing M etashape with the following command line arguments:
metashape --node --host <ip>[:port] [--root prefix]

--node parameter specifies that Metashape should be started as a processing node.

--host <hostname>[:port] parameter specifies IP of the server to connect. In case port value is omitted,
the default port 5840 is used. The host parameter can be specified multiple times, in which case the node
will automatically connect to the next server in the list if the previous one becomes unavailable. Thisis
useful when using slave servers.

--root <path> parameter can be used to specify network storage mount point or prefix path in case it is
not the same across network.

--priority <priority> parameter can be used to specify the priority of the node. Higher number means
higher priority.

--capability {cpu, gpu, any} parameter can be used to specify whether the node should work on CPU-
only tasks, GPU-supported tasks only or will receive any tasks.

--gpu_mask <mask> parameter set GPU device mask for GPU-supported tasks.

--cpu_enable {0,1} parameter can be used to enable or disable CPU during the GPU-supported tasks.
--absolute paths{0,1} parameter can be used to set the absolute paths option.

--timestamp parameter can be used to append timestamps to the output messages.

--auto-submit parameter can be used to enable automatic crash report submission.

--email <address> parameter specifies email address to be included in the crash reports.

--comment <text> parameter specifies optional comment to be included in the crash reports.

Example:
metashape --node --host 10.0.1.1 --r oot /mnt/datasets

This command will start processing node using 10.0.1.1 as a server | P with default port 5840.

Checking cluster status

Start Agisoft Network Monitor application. In the host name field enter server IP used for client
connections (10.0.1.1 in our example). Modify port values in case non-default port was specified. Click
Connect button when done.

A list of available network nodes currently connected to the server will be displayed in the bottom part of
the window. Please make sure that all started processing nodes are listed. Agisoft Network Monitor for
each node allowsto modify the node priority, capability, CPU enable flag, GPU mask and to pause/resume
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the node. The priority for the tasks can be also atered and tasks themselves can be paused, resumed and
aborted via Agisoft Network Monitor.

Thetop part lists tasks currently being processed (finished tasks are removed from the list as soon as they
are completed). The task list will be empty if no processing was started yet.

Starting network processing

1.

Configure Agisoft Metashape for network processing.
Start Agisoft Metashape on any computer connected to the cluster network.

Open Preferences dialog using Preferences... command from the Tools menu. On the Network tab
make sure Enable network processing option is turned on, and specify the server 1P used for client
connection in the Host name field. In case non-default port was configured on a server, modify the
port value accordingly.

In case you are going to process afew single-frame chunkswith large number of photos, please make
sure that Enable fine-level task subdivision option is turned on in the Advanced tab of Preferences
dialog. The subdivision will be automatically applied when possible to all the supported operations
(Match Photos, Align Cameras, Build Depth Maps, Build Mesh from Depth Maps, Build Dense
Cloud, Build Tiled Model, Build DEM, Build Orthomosaic, Classify Points). In case you are going
to process a large number of small chunks, or chunks with large number of frames, fine-level task
subdivision can be disabled, therefore each chunk or frame will be processed on the single node only
without any further internal distribution applied.

Press OK button when done.
Prepare project for network processing.

Open the project file to be processed. Make surethat the project is saved in M etashape Project (*.psx)
format. Processing of projectsin Metashape Archive (*.psz) format is not supported in network mode.

¢ |Important
Please make sure that source images are located on shared network storage and not on alocal
hard drive. Otherwise processing nodes will be unable to load them.

Start processing.

Start processing using corresponding command from the Workflow menu, or using Batch Process
command to execute a command segquence. A network progress dialog should appear displaying
current progress.

Wait for processing to complete.

You can disconnect from the server at any time using Disconnect button in the Network Progress
dialog in case you need to work on other projects. Processing will continue in the background.

To see processing status after you have disconnected from the server simply open corresponding .psx
project on the network storage. Alternatively you can use Agisoft Network Monitor to see processing
status for all projects being processed.

Inspect processing results.

After processing is finished, click Close button to close Network Progress dialog. The project with
processing results will be displayed in Metashape window.
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Cluster administration

Adding processing nodes

New processing nodes can be added by starting Agisoft M etashape on additional computersin the network
node mode, as outlined in the Starting network nodes section above.

Removing processing nodes

Aborting or disconnecting processing node during cluster operation is not absolutely safe, and can lead to
project corruption if performed during final project update at the end of processing. Although the chances
of this situation are relatively low, we strongly recommend against such approach. To safely disconnect
processing node from the cluster you need to stop processing on this node using Agisoft Network Monitor
first.

1. Start Agisoft Network Monitor. Make sure the server IPis properly configured in the host namefield
and click Connect button.

2. In the bottom list of network nodes identify the node to be removed. From the node menu select
Pause command to stop the node after it finishes current job, or Stop command to abort processing
immediately.

3. Wait until the Batch # and Progress items for a selected node become empty. This indicates that the
node has finished processing. The status of the node should be Paused.

4.  Now you can safely disconnect the node by aborting M etashape process.

Using server replication

In case of abnormal termination of the server node processing queue will be lost, and all incompl ete tasks
will need to be restarted from the beginning. To avoid such problem it is possible to set up one or more
dave servers, that will be automatically synchronized with a master server. In case of a master server
failure, it will be possible to resume processing by switching to the one of the available slave servers.

Here is an example setup of a cluster with a server replication:
metashape --server --host 10.0.1.1

metashape --server --host 10.0.2.1 --master 10.0.1.1

metashape --node --host 10.0.1.1 --host 10.0.2.1 --r oot /mnt/datasets

These commands will start amaster server at 10.0.1.1 interface and aslave server on 10.0.2.1 interface. In
addition a node will be configured to look for an active master server at 10.0.1.1 and 10.0.2.1 addresses.
In case of amaster server failure the node will automatically reconnect to another master server.

¢ Important

 In case of a master server failure, slave servers will not switch to a master state automatically.
An operator will need to switch one of the slave servers to a master state manually using Reset
Master Server command from the Agisoft Network Monitor File menu and connect remaining
slave servers to a new master. In the unattended environment this can be automated using a
Python or Java API.

® Before switching to a new master server please make sure that original master server is disabled
and will not be unexpectedly restored (due to a temporary network failure for example).
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L Simultaneous operation of two master serverswill result in inconsistent project state and further
processing will fail.

Installing server and nodes as a Windows service
Itis possible to configure server and nodes to run as a service on Windows. In thislpgin.
The following command line parameters are used to manage Windows service settings:
--service {install,remove,start,stop} parameter can be used to configure Windows service.

--service-name <name> optional parameter for Windows service name. Required when multiple services
needs to be installed on the same computer.

Examples:

metashape --service install --node --host 10.0.1.1 --r oot /mnt/datasets
metashape --service install --server --host 10.0.1.1

metashape --service start

metashape --service stop

metashape --service remove

[{ Note

® These commands must be executed from Administrators Command Prompt as they require
elevated privileges.

Cloud processing

Overview

Agisoft Metashape presents cloud processing option integrated int@dthe application user interface for
those who are interested in high quality outputs ferbig datasets; without need torinvestiintorhardware
infrastructure.

Starting cloud processing

Cloud processing option is only accessible for those Metashape license owners who have registered on
Agisoft Cloud page: https://cloud.agisoft.com/. Personal account page providesinformation about current
subscriptionipl an, storage spaceand processing hoursavailable; proj ectspublishedin the cloud, invoices
and personal data. (Having 'completedithe registration and (having'chosen'the appropriate payment (plan;
oneshoul d input AgisoftiCloudaccountieredentialsto the Networ k tab of (PreferencesdialoginMetashape
application.

Setting up cloud processing imMetashape
1. Select Preferences command from the Tools menu. "

12. (Inputyour/Agisoftiaccount credentialsto the Network tab in Preferences diaog.
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3. (ChecktheboxforEnablecl oudprocessing optiontoturnitiontCheckithat Enablenetwor kprocessing
option(sturned off.

4. Click OK button when done.

Oncethe cloud processing (@ptionli s @nabled; each time the processing operation is run iniMetashapea
confirmation dialog will appear, asking if the operation should be executed locally or in the cloud. If
the cloud processing option isgelectediinithedialogyithe project data and related source imagery will be
upl oaded/synchronized with the datain your personal (AgisaftiCloudiaccount. To monitor the status of the
project;you can use Project tab on the persona account page.

Do not disable Internet connectionmnershut down the computer when upl oading processisin(progressiy.ou
can disconnect, however, once the processing has been started according to the indication in the program
interface and in the welyinterfacelof your personal account.

Next time you open @alocal project formwhichaprocessing operation in (Agisoft'Cloudyis finished the
updated project files will be downloaded from the cloud and synchronized with your local (prejecticopy.

Download project from the cloud

Therei s@noptionto download aproject fromAgisoft'Cloudfrom M etashape user interface. To download
project from (AgisoftiCloud, select Download Project... command from the Cloud submenu of theFile
menu.

Visualize project results

To make cloud project available for visualization in Webrinterface)it is necessary to publish ity first:
Publication is a process of preparing processing results for 3D visualization in Wwebrinterface® The
publication is only available for georeferenced PSX projects. Each publication takes up storage space.

When processing anew project in{Agisoft Cloudfor the first time, you may check Rublish results option
in the Schedule processing in the cloud Metashape@iaog:lf Publish results option is checked on during
the first processing of the current project in(Agisoft'Cloud;results of further processing litefationsifor the
same project will be published automatically.

Furthermorejit i spossibletto publish project via Agisoft Cloud webiinterface!

When the project is published, use View button to inspect project results.

Upload project into the cloud

If the cloud processing option is enabled and properly configured in Metashape, each time you run
processing operation infAgisoft' Cloud;asynchronization procedure will be started and the source imagery
together with the project fileidirectory will be uploaded to your (Agisoft:Cloudaccount.

Optionally;it is(possiblerto upload project torAgisoft Cloudifrom Metashape user interface manually,
without running @ processing operation. To upload project into the @€loudy select Upload Project...
command from Cloud submenu of &heiFile menu and click Yes button.

Download photos from the cloud

It is possible to download the images corresponding to the project from the Cloud from Metashape user
interface. To download the images from the(@loud;'sel ect Download Photos... command from the Cloud
submenu of &heFile menu. In the Download Photos dialog specify the target folder for the images and
select the images to be downloaded from the list.
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=]

Note
« Cloud processing is supported only for projects saved in Metashape Project (*.psx) format.

* All thefiles related to acertain project can be removed to free the disk space @vailablesforthe
(Subseriptioniplanifrom your personal account in Agisoft Cloud webiinterface)

» Some operations do not support processing in the cloud (for exampl e, noefithelexport @perations
(@esupported):I f the Batch Process task sent to the Cloud includesisuch operations, the warning
message will be displayed and the batch processing task list Shouldibe adjusted before sending

it to the(@AgisoftiCloud again.
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Appendix A. Graphical user interface
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General view

b Project_1.7.psx — Agisoft Metashape Professional

File Edit View Workflow
N
Model

Petspective 30°

painks: 106,606,518 *

Reference
EEREE*Q E
Cameras East err (m)
| B Sem_1.. 0150164
/| B Sem_1.. 0.047409
| B Sem_1.. 0.022316
B Sem_1.. -0.148120
(R TR
Markers East err (m)
v M CPOT 0013693

P cpoz  0.061270
/| w nna _n 200

Reference  Photos

Model view

Model

North err (m)
-0.270678
-0.103924
0.056342
0.003271

Morth err (m)

0.005443
0.036841

_n nn1002

Photo

Pl r
1
i

Ortho

Alt. err (m)

-0.085276
-0.064500
-0.090222
-0.070087

Alt. err (m)

-0.0018%4
0.053780

NoNI116

— O *
Tools Help
] L X .
A @ @ o+ 88 Hi- -
Ortho
Snap: Axis, 20
bui ||d|ng 3
"4 -
z i bulldlng 2'

nq

I # Workspace
BEREE
5 Shapes (3 polygons)

Accuracy (m)
e I % Tie Points (281,176 points)
o 050000 Depth Maps (201, High quality, Mild filtering) I
AT ii: Dense Cloud (106,606,818 points, High quality)
o 050000 b 3D Model (1,964,999 faces, High quality)

Properties & X
Accuracy (m)
0.005000 I 3 Palygon
0.005000 Type Label Description Layer
fna0snnn Polygon building 1 Buildings I

WGS 84 / UTM zone 12N (EPSG::32612) 702449.032337 X 2856510.946943Y 11.988m ..

General view of application Window

Model view tab is used for displaying 3D data as well as for mesh and point cloud editing. The view of
the model depends on the current processing stage and is also controlled by mode selection buttons on
the Metashape toolbar. |

Model can be shown as a dense cloud, with class indication or without, or as a mesh in shaded, solid,
wireframe or textured mode. Along with the model the results of photo alignment can be displayed. These
include sparse point cloud and camera positions visualized data. Additionally tiled textured model can be

displayed and navigated in the model view.

M etashape supports the following tools for navigation in the 3D view:

Tool
Rotation Tool

Keyboard modifier
Default
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Graphical user interface

Tool Keyboard modifier
Pan Tool Ctrl key pressed
Zooming Tool Shift key pressed

All navigation tools are accessible in the navigation mode only. To enter the navigation mode click the
+ Navigation toolbar button.

Metashape offers two different navigation modes: Object navigation and Terrain navigation. Switching
between the navigation modes can be performed from the Navigation Mode submenu of the View menu.
Object navigation mode allows for 3-axis rotation control, while Terrain navigation mode restricts control
to 2-axis rotation only, z-axis being kept vertical all the time.

In Object navigation mode the rotation with mouse can be performed while left mouse button is pressed,
whereas holding right mouse button allows for model tilt. In Terrain navigation mode mouse buttons
functionality isinverted and left button is responsible for tilt, whereas right button for rotation.

[ Note

e Zooming into the model can be aso controlled by the mouse whed!.

Ortho view

Ortho view is used for the display of 2D processing results data: digital elevation model, full resolution
orthomosaic, raster transformed orthomosaic as well as shapes data. Switching between DEM and
orthomosaic can be performed using the corresponding button on the toolbar or by double-clicking on the
respective icon on the Workspace pane, providing that both products have been generated.

Orthomosaic can be displayed in the original colors or in colors according to the palette set for vegetation
index values visualization.

Additional instruments allow to draw points, polylines and polygons on the orthomosaic and/or digital
elevation model to perform point, linear, profile and volume measurements. Also polygonal shapes are
allowed to be set up as inner or outer boundaries, that will be used for the definition of the area to be
exported. Using polygonal shapes allows to create custom seamlines on the orthomosaic, which can be
useful for some projects enabling to eliminate blending artefacts.

Switching to Ortho view mode changes the contents of the Toolbar, presenting related instruments and
hiding irrelevant buttons.

Photo view

Photo view tab is used for displaying individual images as well as corresponding depth maps in semi-
transparent representation, markers, shapes and masks on them. |

. In the Photo view tab it is allowed to create markers, refine their projections, draw shapes and adjust
positions of shape vertices and to draw masks on the images. Additionally in Photo view tab it is possible
to display the residuals for the tie points and markers providing that the corresponding camera is@ligned:

Photo view isvisible only if any image is opened. To open an image in Photo view mode double-click on
the label of the corresponding camera on the Workspace, Reference or Photos pane.

For multicamera systems which have several sensors assigned to the same layer Photo view tab will be
vertically split into corresponding number of sub-frames.
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Switching to Photo view mode changes the contents of the Toolbar, presenting related instruments and
hiding irrelevant buttons.

Workspace pane

On the Workspace pane al elements comprising the current project are displayed. These elements can
include:

 List of chunksin the project

 List of cameras and camera groups in each chunk

* List of markers and marker groups in each chunk
 List of scale barsand scale bar groupsin each chunk
 List of shapelayersin each chunk

» Tiepointsin each chunk

¢ Componentsin each chunk

» Depth mapsin each chunk

» Dense point clouds in each chunk

* 3D modelsin each chunk

+ Tiled modelsin each chunk

* Digital elevation modelsin each chunk

» Orthomosaicsin each chunk

» Cameratracksin each chunk

Buttons located on the Workspace pane toolbar allow to:
» Add chunk

* Add photos

* Add marker

» Create scale bar

Enable or disable certain cameras or chunks for processing at further stages. |
L+ Removeitems

Each element in the list is linked with the context menu providing quick access to some common
operations.

Photos pane

Photos pane displaysthe list of photos/ masks/ depth mapsin the active chunk in the form of thumbnails.
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Buttons located on the Photos pane toolbar allow to:

» Enable/ disable certain cameras

* Remove cameras

* Rotate selected photos clockwise / counterclockwise (for display purposes only)
» Reset current photo filtering option

» Switch between images/ masks/ depth maps thumbnails

¢ Increase/ decreaseicons size or display detailed information on photos including EXIF data

Console pane

Console paneis used for:

 Digplaying auxiliary information

 Displaying error messages

» Python commands input

Buttons located on the €onsale pane toolbar allow:

» Savelog (inHTML, XHTML or Plain Text format)
e Clear log

» Execute Python script

Reference pane

Reference pane is designed for:

 Displaying and editing cameraand / or marker coordinates
» Digplaying and editing scale bars lengths

 Displaying and editing camera orientation angles

* Displaying estimation errors;

L+ Displaying and editing accuracy parameters for camera/marker coordinates, camera angles and scale
bar lengths

Buttons located on the pane toolbar allow:
 Import / export reference coordinates
» Convert reference coordinates from one system to the other

» Optimize camera alignment and update data

Switch between source coordinates, estimated coordinates and errors views

Specify the coordinate system and measurement accuracy to be assumed through Settings dialog
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Jobs pane

Jobs pane is designed for:

« Monitoring the processing status for active and background projects
* Organizing the background processing queue

 Switching between the projects

Buttons located on the pane toolbar allow:

e Start / pause/ cancel the selected tasks

¢ Change the order of the tasks in the processing queue

* Clear the processing tasks history

4 Note

« You can switch between projects by right-clicking on the project name.

Timeline pane

Timeline pane is designed for:

¢ Working with multi-frame chunks
Buttons located on the pane toolbar allow:
» Add/ remove frames from chunk

» Play / stop frame sequence
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Adjust frame rate through Settings dialog

Animation pane |

L Animation pane is designed for:

Creating anew cameratrack from pre-sets(Horizontal, Vertical) with the given number of the keyframes
Loading cameratrack from external file in supported formats (Autodesk FBX, Camera Path)
Exporting cameratrack

Playing the viewpoint camera movement according to the track

Rendering the frame sequence to the form of the separate images for the keyframes

Rendering the frame sequence to the form of the video file

Appeneding current viewpoint to the camera track

Removing keyframes from the camera track

Changing the selected keyframes positionsin current camera track sequence

Settinging the camera track parameters (label, duration, field of view, loop camera track)

Buttons located on the pane toolbar allow:

Create new track

Load camera track

Save cameratrack

Start / stop the animation according to the camera track
Capture video file

Append current viewpoint to the active camera track
Remove selected keyframes from the active cameratrack
Move selected keyframes up

Move selected keyframes down

Update selected keyframe to the current viewpoint

Change cameratrack settings

[{ Note

« To open any pane select a corresponding command from the View menu.

» Todisplay the track path, select Show animation in Show/Hide items submenu from the Model
menu.
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® You can adjust the position of the viewpoint in Model view by dragging the left mouse button
to display it visually.

Menu commands

FileMenu |
] e, Creates an empty Metashape project.
Open... . Opens Metashape project file.
Append... ﬁxuefifs neé(.L sting Metashape project file to the
H Save) Saves Metashape project file.
SaveAs.. Saves Metashape project file with a new name.
wploadiroject... Uploads current project to Agisoft Cloud.
Download Project... Downloads project from the list of the projects

currently available in Agisoft Cloud.

Downloads images from Agisoft Cloud for the

Download Photos... .
current project. |

Export IPoints: Saves sparse / dense point cloud.

Export M odel... Saves 3D model.

Export MiledModel Saves atiled model as hierarchical tiles.

Exports generated orthomosaic.

Export @rthomosaic::

Export DEM... Exports generated digital elevation model.
Generate Report... Sgrlw:erait:ﬁHﬁi\rglj\lﬂ sl?f]:tol\r/l r:t;\?fpe processing report in
Export Cameras... E;Fr)]?;t; (;Zgjerr;ﬁgnsi : i)ns orientation data and tie
Export Markers... E))é;;;r;i ;narker projections/ estimated marker
Export Reference Exports reference.

Export Iviasks:: Exports masks.

Export Shapess Exports shapes from the selected layers.

Export (Mexturen Exports model texture.

Export Panoramas Exports spherical panoramafor camera stations.

Exports orthorectified images corresponding to

X A A A O individual cameras.

Exports the images corresponding to the original

Coienlinzoc, camera with distortion or color correction applied.
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" Download Photos..."

比較 : 挿入�
テキスト
"Download Photos..."

比較 : 削除�
テキスト
" Export Points..."

比較 : 置換�
テキスト
[旧 テキスト] :"Model..."

[新 テキスト] :"Points..."

比較 : 削除�
テキスト
"Tiled"

比較 : 置換�
テキスト
[旧 テキスト] :"Orthomosaic..."

[新 テキスト] :"Tiled Model..."

比較 : 置換�
テキスト
[旧 テキスト] :"DEM..."

[新 テキスト] :"Orthomosaic..."

比較 : 挿入�
テキスト
"Export DEM..."

比較 : 削除�
テキスト
" Generate Report..."

比較 : 挿入�
テキスト
"Generate Report..."

比較 : 置換�
テキスト
[旧 テキスト] :"format."

[新 テキスト] :"and HTML formats."

比較 : 削除�
テキスト
" Export Cameras..."

比較 : 挿入�
テキスト
"Export Cameras..."

比較 : 削除�
テキスト
" Export Markers..."

比較 : 挿入�
テキスト
"Export Markers..."

比較 : 挿入�
テキスト
"Exports reference."

比較 : 置換�
テキスト
[旧 テキスト] :"Masks..."

[新 テキスト] :"Reference"

比較 : 置換�
テキスト
[旧 テキスト] :"Shapes..."

[新 テキスト] :"Masks..."

比較 : 置換�
テキスト
[旧 テキスト] :"Texture..."

[新 テキスト] :"Shapes..."

比較 : 置換�
テキスト
[旧 テキスト] :"Panorama..."

[新 テキスト] :"Texture..."

比較 : 置換�
テキスト
[旧 テキスト] :"Orthophotos..."

[新 テキスト] :"Panorama..."

比較 : 挿入�
テキスト
"Export Orthophotos..."

比較 : 削除�
テキスト
" Convert Images..."

比較 : 挿入�
テキスト
"Convert Images..."

比較 : 挿入�
テキスト
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Graphical user interface

FileMenu
Render Photos...
Import Cameras...
Import Markers...
Import Reference

Import Masks...
Import Shapes...

Import Points...
Import Model...

Import Texture...

Import Tiled Modd...

Import DEM...

Import Orthomosaic...

I mport lZaseriScans

ImportV ideo...

Upload Data...

Exit
Edit Menu

“) Undo

| Add selection

“| subtract sdlection

Invert Selection
Invert Selection
Grow Selection

Shrink Selection

Generates lenticular images for the current scene.
Imports camera positions and orientation data.
Imports marker projections.

Imports reference data.

Imports masks or creates mask from model or
background.

Imports shapes to be used for editing or
measurements.

Imports pointsin aform of the dense point cloud.
Imports polygonal mesh model.

Imports texture and appliesit to the current model.
Imports tiled model.

Imports digital elevation model.

Imports orthomosaic.

Imports laser scans data.

Imports video in aform of frame sequence and
saves the extracted frames as images.

Uploads generated products (points, textured mesh
models, tiled models, orthomosaics or digital
elevation models) to one of the supported web-
sites.

Closes the application window.

Undo the last editing operation.
Redo the previously undone editing operation.

Enable or disable snap type (Axis, Vertex, Edge,
2D snap).

Adds current selection to the mask.

Subtracts current selection from the mask.

Inverts current selection for the photo.

Inverts current selection of faces/ points/ cameras.
Grows current selection of mesh faces.

Shrinks current selection of mesh faces.
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比較 : 挿入�
テキスト
"Graphical user interface"

比較 : 挿入�
テキスト
"File Menu"

比較 : 置換�
テキスト
[旧 テキスト] :"131"

[新 テキスト] :" Import Reference"

比較 : 削除�
テキスト
"Graphical user interface"

比較 : 置換�
テキスト
[旧 テキスト] :"File Menu"

[新 テキスト] :"Imports reference data."
次の テキスト 属性は変更されました : 
   フォント

比較 : 挿入�
テキスト
"Laser Scans"

比較 : 挿入�
テキスト
"Imports laser scans data."

比較 : 挿入�
テキスト
" Import"

比較 : 挿入�
テキスト
" Snap type"

比較 : 挿入�
テキスト
"Enable or disable snap type (Axis, Vertex, Edge,2D snap)."

比較 : 挿入�
テキスト
"151"


Graphical user interface

Edit Menu

;’( Del ete Selection

ﬁ CropiSelection
Invert Mask

X Reset mask

ﬁt Rotate right

I motatetett

View Menu

#, Zoom In

=, Zoom Out

"3 Reset View
Capture view

= Workspace
@ Timeline
® Animation
|]3:' Reference
Properties
Photos
El Console
i Jobs
Toolbar
Full Screen
Workflow Menu

Add Photos...

@ Add Folder...

Align Photos...

Build Dense Cloud...

Build Mesh...

Removes selected faces from the mesh or selected
points from the point cloud. |

Crops selected faces/ points. |
Inverts mask for the current photo. |
Resets mask for the current photo. |
Rotates the photo clockwise. |

Rotates the photo counterclockwjse.

L Increases magnification in the active view mode.

Decreases magnification in the active view mode.

Resets the viewport to display the complete model
or photo.

Saves screenshot of current view of the project
(Model/Ortho/Photo)

Shows or hides Workspace pane.
Shows or hides Timeline pane.

Shows or hides Animation pane.
Shows or hides Reference pane.
Shows or hides shape Properties pane.
Shows or hides Photos pane.

Shows or hides Console pane.

Shows or hides Jobs pane.

Shows or hides Toolbar.

Switchesto or from Full Screen mode.

L oads additional photos to be processed by
Metashape.

L oads additional photos from folders to be
processed by M etashape.

Estimates camera positions and sparse point cloud.
Generates dense point cloud.

Generates polygonal mesh model.
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比較 : 挿入�
テキスト
"Graphical user interfaceEdit Menu"

比較 : 挿入�
テキスト
"SelectionCrop"

比較 : 挿入�
テキスト
"Invert MaskReset maskRotate rightRotate left"

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 158 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 158 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 158 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 削除�
テキスト
" Crop Selection"

比較 : 削除�
テキスト
" Invert Mask"

比較 : 削除�
テキスト
" Reset mask"

比較 : 削除�
テキスト
" Rotate right"

比較 : 削除�
テキスト
" Rotate left"

比較 : 削除�
テキスト
"132"

比較 : 削除�
テキスト
"Graphical user interfaceBuild Texture..."

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 挿入�
テキスト
"Shows or hides shape Properties pane."

比較 : 挿入�
テキスト
"152"

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページからこの文書の 159 ページに移動しました

比較 : 削除�
テキスト
"133"


Graphical user interface

Wor kflow Menu

Build Texture...

Build Tiled Modél...

Build DEM...

Build Orthomosaic...

Align Chunks...
Merge Chunks...

Batch Process...

Model Menu
¥¥' Navigation

r—=1

L_. Rectangle Selection

../ Circle Selection

':_ﬂ Free-form Selection
Gradual selection...

-¢- Draw Point
A Draw Polyline

'_J Draw Polygon

6‘5@ Ruler

& Move Object
@b Rotate Object
Fh.': Scale Object
Reset Transform
% Move Region
82’ Rotate Region
Resize(Region

Reset Region

Show (Basemap

Generates texture map for the mesh model.
Generates tiled textured model.

Generates digital elevation model.

Generates orthomosaic.

Aligns multiple chunks.

Merges multiple chunks into the single chunk.

Opens Batch Process dialog box.

Switches to navigation mode.

Rectangle selection tool for the elements of the
Model view.

Circle selection tool for the elements of the Model
view.

Free-form selection tool for the elements of the
Model view.

Selects faces / points based on the specified
criterion.

Switches to the 3D point drawing tool.
Switches to the 3D polyline drawing tool.
Switches to the 3D polygon drawing tool.

Switches to 3D coordinate and linear distance
measurement tool.

Switches to object movement tool.

Switches to object rotation tool.

Switches to object scaling tool.

Resets the transformations applied to the object.
Switches to volume movement tool.

Switches to volume rotation tool.

Switches to volume resize tool.

Resets the transformations applied to the volume to
default.

Displays or hides(Basemap:
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比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 移動�
テキスト
この テキスト は、旧文書の 139 ページから移動しました

比較 : 挿入�
テキスト
"Workflow Menu Build Texture..."

比較 : 置換�
テキスト
[旧 テキスト] :"CamerasShow ThumbnailsShow ShapesShow MarkersShow LabelsShow ImagesLock ImageShow Region"

[新 テキスト] :"Basemap"

比較 : 挿入�
テキスト
"Basemap.153"

比較 : 置換�
テキスト
[旧 テキスト] :"region"

[新 テキスト] :"Region"

比較 : 置換�
テキスト
[旧 テキスト] :"region"

[新 テキスト] :"Region"


+ Show Region
Aﬁ Show Animation

() Show Trackball

@ Show Info

D Show Grid
- Show Aligned Chunks

Show All
Hide All

oo X
oo Point Cloud

EE Point Cloud Variance

[=]=]=]
[=]=]"=]
[=]=1"]

Dense Cloud
[=]=]=]
[=]-]=]
[=]-]-]

Dense Cloud Confidence

ges
c#1 Dense Cloud Classes

4> Model Shaded

4 Model Solid
dﬁ' Model Wireframe
-..r Model Textured

‘.ﬁ Model Confidence

(Displaysiorhidesicamera positions estimated

during image alignment.

Displays or hides image thumbnailsin the camera
placeholders.

Displays or hides shapes.

Displays or hides marker positions.

Displays or hides item labels.

Switches stereographic image overlay mode on/

off.

Locks current image in stereographic image
overlay mode.

Displays or hides region selector. |
Displays or hides@nimationitrack:
Displays or hides the trackball.

Displays or hides the auxiliary on-screen
information.

Displays or hides the grid.

Displays all elements at the sametime.
Hides all elements.

Displays sparse point cloud reconstructed during
photo alignment.

Displays sparse point cloud colored by variance.
Displays dense point cloud.
Displays dense point cloud colored according to

the confidence values.

Displays dense point cloud colored according to
the point classes.

Displays 3D model in the shaded mode with
vertices colored with interpolated colors.

Displays 3D modél in the solid mode.
Displays 3D model in the wireframe mode.
Displays 3D model in the textured mode.

Displays 3D model with vertices colored according
to the confidence values.



比較 : 挿入�
テキスト
"Graphical user interface"

比較 : 挿入�
テキスト
"Model Menu"

比較 : 挿入�
テキスト
" Show Cameras"

比較 : 挿入�
テキスト
"Displays or hides"

比較 : 挿入�
テキスト
" Show Thumbnails"

比較 : 挿入�
テキスト
" Show Shapes"

比較 : 挿入�
テキスト
" Show Markers"

比較 : 挿入�
テキスト
" Show Labels"

比較 : 挿入�
テキスト
" Show Images"

比較 : 挿入�
テキスト
" Lock Image"

比較 : 挿入�
テキスト
" Show Region"

比較 : 削除�
テキスト
"134"

比較 : 削除�
テキスト
"Graphical user interface"

比較 : 置換�
テキスト
[旧 テキスト] :"region selector."

[新 テキスト] :"animation track."

比較 : 挿入�
テキスト
" Show Aligned Chunks"

比較 : 挿入�
テキスト
"Displays all enabled aligned chunks in projectworkspace."

比較 : 挿入�
テキスト
"154"


Graphical user interface

A:'.

Model Menu

¥ Tiled Model Textured

¥ Tiled Model Solid

KE Tiled Model Wireframe

Perspective/Orthographic
Stereo Mode

Predefined views

Navigation Mode

Photo Menu
Navigation
P Rectangle Selection
v Intelligent Scissors
% Intelligent Paint
S Magic Wand
¥ Draw Point
A Draw Polyline

o

'_/ Draw Polygon

& Ruler

Open Next Photo

Open Previous Photo
Go To Next Marker
Go To Previous Marker

Show Masks
Show Depth Maps

Show (Intensity

Displays tiled model with applied texture.
Displaystiled model without texture in the solid
model.

Displaystiled model in the wireframe mode.
Switches visualization view between Perspective
and Orthographic.

Enables or disables stereo view mode according to
the parameters specified in Preferences dialog.

Switches viewport to one of the predefined views.

Switches between Object and Terrain navigation
modes for the Model view window. Object
navigation mode allows for 3-axis rotation control,
while Terrain navigation mode restricts control to
2-axisrotation only, z-axis being kept vertical all
thetime.

Switches to navigation mode.

Rectangle selection tool.

Intelligent Scissors selection tool.
Intelligent Paint selection tool.

Magic Wand selection tool.

Switches to the 3D point drawing tool.
Switches to the 3D polyline drawing tool.
Switches to the 3D polygon drawing tool.

Switches to 3D coordinate and linear distance
measurement tool.

Opens next photo from the list in the Photos pane.

Opens previous photo from the list in the Photos
pane.

Zooms to the next marker projection on the opened
photo.

Zooms to the previous marker projection on the
opened photo.

Turns mask shading on or off.
Displays or hides the depth maps overlay.

Displays or hidesintensity map overlay for the
laser scans.
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比較 : 挿入�
テキスト
"Graphical user interface"

比較 : 置換�
テキスト
[旧 テキスト] :"135"

[新 テキスト] :"Photo Menu"
次の テキスト 属性は変更されました : 
   フォント

比較 : 削除�
テキスト
"Graphical user interface"

比較 : 挿入�
テキスト
"Intensity"

比較 : 挿入�
テキスト
"Displays or hides intensity map overlay for thelaser scans.155"


Photo Menu
@_Shapes Displays or hides shapes.
%8 show Markers Displays or hides markers.

Show Marker Residuals Displays or hides the residuals of each marker.

=D Show Labels Displays or hides item labels.

Displays or hides tie point projections used for the

oo .
(=]}
Show Points camera alignment.

Displays or hides the residuals of each point.

Show Point Residuals
Show All Displays all elements at the same time.
Hide All Hides all elements.
OrthoMenu
¥ Navi gation Switches to navigation mode.
IR ectangle Selection CR;ratcggnﬁI:Nsel ection tool for the elements of the
.::“. Circle Selection l ai ;(I:J .e selection tool for the elements of the Ortho
i '.:_ Free-form selection tool for the elements of the
- Ortho view.
-8 Switches to the 2D point drawing tool.
;\— Switches to the 2D polyline drawing tool.
5:_ Switches to the 2D polygon drawing tool.
;ﬁ:_ Switches to the patch drawing tool.
@_ Switches to coordinate and linear distance
measurement tool.
 Show Basemap Displays or hides basemap (map and satellite).
= I i Displays or hides orthomosaic seamlines.

E@-_ Displays or hides camera positions according

to the estimated location for aligned cameras or
reference coordinates for not aligned cameras.

Displays or hides marker positions.

Displays or hides shapes.

Displays all elements at the sametime.

Hides all elements.

EI:_ Displays or hides item labels.
“Show All
‘Hide All



比較 : 挿入�
テキスト
"Graphical user interface"

比較 : 挿入�
テキスト
" Show"

比較 : 削除�
テキスト
"136"

比較 : 削除�
テキスト
"Graphical user interface"

比較 : 削除�
テキスト
"Free-form SelectionDraw PointDraw PolylineDraw PolygonDraw PatchRulerShow SeamlinesShow CamerasShow MarkersShow ShapesShow LabelsShow AllHide AllDEMOrthomosaicHillshadingTools Menu Detect Markers...Detect Fiducials...Print Markers...Track Markers...Attach MarkersRefine MarkersBuild Point Cloud..."

比較 : 挿入�
テキスト
" Free-form Selection"

比較 : 挿入�
テキスト
" Draw Point"

比較 : 挿入�
テキスト
" Draw Polyline"

比較 : 挿入�
テキスト
" Draw Polygon"

比較 : 挿入�
テキスト
" Draw Patch"

比較 : 挿入�
テキスト
" Ruler"

比較 : 挿入�
テキスト
" Show Basemap"

比較 : 挿入�
テキスト
"Displays or hides basemap (map and satellite)."

比較 : 挿入�
テキスト
" Show Seamlines"

比較 : 挿入�
テキスト
" Show Cameras"

比較 : 挿入�
テキスト
" Show Markers"

比較 : 挿入�
テキスト
" Show Shapes"

比較 : 挿入�
テキスト
" Show Labels"

比較 : 挿入�
テキスト
" Show All"

比較 : 挿入�
テキスト
" Hide All"

比較 : 挿入�
テキスト
"156"


Graphical user interface

Ad

Ortho Menu
‘. DEM
Orthomosaic

-#| Hillshading

ToolsMenu
Detect Markers...
Detect Fiducials...
Print Markers...

Track Markers...
Attach Markers
Refine Markers
Build Point Cloud...

Thin Point Cloud...
View Matches...

Filter Dense Cloud...
Colorize Dense Cloud...

Invert Point Normals...

Classify Ground Points...

Classify Paints...

Assign Class...

Reset Classification...

Select Points by Masks...
Select Points by Color...

Select Points by Shapes...

Switches to the digital elevation model display
mode.

Switches to the orthomosaic display mode.

Enables or disables hillshading mode of digital
€elevation mode visualization.

Creates markers from coded targets on photos.
Detects fiducial marks on the images.
Generates printable PDF file with coded targets.

Tracks marker locations across the frame
sequence.

Enables or disables the mode where every newly
drawn shape has markers attached to its vertices.

Enables or disables automatic marker projection
refinement based on the image content.

Builds sparse point cloud based on the estimated
camera parameters available. |

Thins sparse point cloud by reducing the number
of projections on the individual photos to the given
limit.

Displays View Matches dialog for visual
representation of the common tie points between
the image pairs.

Decimates the dense point cloud according to the
user-defined point spacing distance.

Applies colors to the dense cloud points basing on
source images or orthomosaic.

Inverts normals for the selected points of the dense
cloud.

Classifies dense point cloud based on the user
defined settings.

Automatically classifies dense point cloud to the
supported classes.

Assigns class to the selected points.

Resets assigned classes for the selected point
classes.

Selects dense cloud points according to the masks
of the selected images.

Selects dense cloud points according to the color
and tolerance.

Selects dense cloud points according to the
selected shapes.
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比較 : 挿入�
テキスト
"Graphical user interface"

比較 : 挿入�
テキスト
" DEM"

比較 : 挿入�
テキスト
" Orthomosaic"

比較 : 挿入�
テキスト
" Hillshading"

比較 : 挿入�
テキスト
"Tools Menu"

比較 : 挿入�
テキスト
" Detect Markers..."

比較 : 挿入�
テキスト
" Detect Fiducials..."

比較 : 挿入�
テキスト
" Print Markers..."

比較 : 挿入�
テキスト
" Track Markers..."

比較 : 挿入�
テキスト
" Attach Markers"

比較 : 挿入�
テキスト
" Refine Markers"

比較 : 挿入�
テキスト
" Build Point Cloud..."

比較 : 削除�
テキスト
"137"

比較 : 削除�
テキスト
"Graphical user interface"

比較 : 削除�
テキスト
"Tools Menu"

比較 : 挿入�
テキスト
"157"


Graphical user interface

ToolsMenu

Filter By Class
Filter By Confidence
Filter By Selection

Reset Filter

Compact Dense Cloud...

Restore Dense Cloud...

Update Dense Cloud...

Refine Mesh...
Decimate Mesh...
Smooth Mesh...
Close Holes...

Colorize Vertices...

Resize texture...

Remove Lighting...

View Mesh Statistics...

View Mesh UVs...

Measure Areaand Volume...

Filter By Selection

Reset Filter

Transform DEM...

Update Orthomosaic

Reset Orthomosaic
Remove Orthophotos
Generate Seamlines

Calibrate Lens...

Filters the points in the dense cloud according to
the selected classes.

Filters the points in the dense cloud according to
the calculated confidence value.

Filters the points in the dense cloud according to
the selected points.

Resets all applied dense cloud filters.

Permanently removes all deleted points from the
dense cloud.

Restores all deleted points of the dense cloud that
were once marked as removed.

Updates statistics of the dense cloud, including
point numbers and assigned classes.

Starts photoconsistent mesh refinement operation.
Decimates mesh to the target face count.
Smooths mesh. |

Closes holes on the model surface.

Applies colors to the mesh vertices basing on
source images, orthomosaic or point cloud.

Starts resize texture operation for mesh.

Starts the delighting operation for mesh texture.
Collects and displays mesh statistics.

Displays mesh UV mapping.

Displays surface area and volume of the polygonal

model.

Filters the faces of the polygona model according
to the selected points.

Resets al applied mesh filters.

Displays digital elevation model transformation
diaog.

Applies al the manual edits to the orthomosaic.

Resets all applied edits to default orthomosaic
stitching.

Removes individually orthorectified images from
the project contents.

Creates the shape layer with the polygonal shapes
as copies of the orthomosaic patches.

Displays lens calibration dial og.
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Graphical user interface

ToolsMenu
Show Chessboard...
82 Camera Calibration...

& Optimize Cameras...

Calibrate Reflectance...

Cdlibrate Colors...

Set Primary Channel....

Set Brightness...

Set Raster Transform...

Generate Contours...

Plan Mission...

Reduce Overlap...

Detect Powerlines

Survey Statigtics...
4F Run Script...
"% Preferences...
Help Menu

57 Contents

Check for Updates...

Activate Product...

@’ About Metashape...

Displays the calibration board on screen.
Displays camera calibration dialog box.

Starts the optimization of exterior and interior
parameters of the aligned cameras.

Displays reflectance calibration dialog for precise
radiometric calibration of multispectral data based
on reflectance panel and sun sensor data.

Displays the color correction dialog for the
brightness and white balance compensation of the
images.

Displays the primary channel selection dialog.

Adjustsimage brightness and contrast for more
convenient display.

Displays Raster Calculator dialog for NDVI and
other vegetation indices calculation.

Generates contours based on DEM according
to the elevation levels or based on Orthomosaic
according to the vegetation index values. |

Creates mission plan based on available mesh
model.

Reduces the number of enabled camerasin the
active project to optimize the coverage in case of
excessive overlap.

Starts image based powerlines detection operation.

Displaysthe survey statistics dialog in aform of
interactive report.

Displays Run Script dialog box for Python script
execution.

Displays preferences dialog box.

Displays help contents.

Checks if Metashape update is available for
download.

Displays the activation dialog for activation /
deactivation of the product using the activation key
or borrowing / returning borrowed floating license
to the license senvers

Displays program information, version number and
copyright.
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Graphical user interface

Toolbar buttons
General commands
) New

Open
P‘ Save
3D view commands
“} Undo
™ Redo
“I' Navigation
Ll Rectangle Selection
! Circle Selection
":f: Free-Form Selection
Reset Selection
& Move region
Ll Resizeregion
@ Rotate Region
Reset Region
& Move Object
-"-:f_c" Rotate Object
Fh.': Scale Object
Reset Transform
"% Draw Point
A Draw Polyline

o

'/ Draw Pol ygon

& Ruler

X Delete Selection
ﬂ Crop Selection
3D view settings

£ Zoom In

Creates a new Metashape project file.
Opens a Metashape project file.

Saves a Metashape project file.

Undo the last editing operation.

Redo the previously undone editing operation.
Navigation tool.

Rectangle selection tool.

Circle selection tool.

Free-form selection tool.

Resets current selection.

Volume translation tool. |

Volumeresize tool.

Volume rotation tool.

Resets region according to the actual point cloud.
Model translation tool.

Model rotation tool.

Model resize tool.

Resets all transformations applied to the model.
Switches to the 3D point drawing tool.
Switches to the 3D polyline drawing tool.
Switches to the 3D polygon drawing tool.

3D coordinate and linear distance measurement
tool.

Removes selected faces / points.

Crops selected faces/ points.

Increases magnification.
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Graphical user interface

3D view settings

=L Zoom Out

*3¢ Reset View

88 Point Cloud

ES Point Cloud Variance
: Dense Cloud

.

2ot Dense Cloud Confidence
#1 Dense Cloud Classes
4> Modd Shaded

4> Model Solid
<[> Modd Wireframe

{»' Model Confidence

\ s Model Textured
Diffuse Map
Normal Map
Occlusion Map

5 Tiled Mode! Textured

¥ Tiled Model Solid

Tiled Model Wireframe
Show Basemap

82 show Cameras
Show Thumbnails

2 Show Shapes
"Q7 Show Markers

Show Images

D Lock Images

= Show Aligned Chunks

Decreases magnification.

Resets model view.

Displays sparse point cloud reconstructed during
image alignment.

Displays sparse point cloud colored by variance.
Displays dense point cloud model.

Displays dense point cloud colored according to

the confidence values.

Displays dense point cloud colored according to
the point classes.

Displays 3D model in the shaded mode with
vertices colored with interpolated colors.

Displays 3D model in the solid mode.
Displays 3D model in the wireframe mode.

Displays 3D model with vertices colored according
to the confidence values. |

Displays 3D model in the textured mode.
Displays diffuse map for the textured mode.
Displays normal map for the textured mode.
Displays occlusion map the textured mode.
Displaystiled model with the applied texture.
Displaystiled model in the solid mode.
Displaystiled model in the wireframe mode.
Displays or hides basemap.

Displays or hides camera positions, reconstructed
during image alignment.

Displays or hides image thumbnailsin the camera
placeholders.

Displays or hides 3D shapes.

Displays or hides positions of markers placed on
the model.

Displays or hides stereographic image overlay.
Locks current image in stereographic image
overlay mode.

Displays or hides enabled aligned chunks.
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Graphical user interface

Photo view commands
“) Undo

™ Redo

¥ Navigation

[ Rectangle Selection

¢ Intelligent Scissors
% Intelligent Paint

N Magic Wand

M agic Wand Options

Reset Selection
%" Draw Point

A Draw Polyline

'_J Draw Polygon

“I Add Selection

..... Subtract Selection

Invert Selection

& s Brightness

ﬂt Rotate Right

JE Rotate L eft

#, Zoom In

=L Zoom Out

"2 Reset View
Show Masks

™ show Depth Maps

Show Intensity
% show Shapes

"37 Show Markers

Undo the last mask editing operation.

Redo the previously undone mask editing
operation.

Switches to the navigation mode.

Rectangle selection tool.

Intelligent scissorstoal.

Intelligent paint tool.

Magic wand tool.

Changing the parameters of the magic wand.
Resets current selection.

Switches to the 3D point drawing tool.
Switches to the 3D polyline drawing tool.
Switches to the 3D polygon drawing tool. |

3D coordinate and linear distance measurement
tool.

Adds current selection to the mask.
Subtracts current selection from the mask.
Inverts current selection.

Adjustsimage brightness and contrast for more
convenient display.

Rotates the image clockwise.

Rotates the image counterclockwise.

Increases magnification.

Decreases magnification.

Resets the viewport to display the whole image.
Enables or disables the mask shading overlay.

Enables or disables the depth map overlay of the
selected level.

Displays or hides intensity map overlay for laser
scans.

Displays or hides shapes on the current image.

Displays or hides marker projections.
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Graphical user interface

Photo view commands

Displays or hides residuals related to marker

Show Marker Residuals e
projections.

22 Show Points Displays or hidestie point projections.

Displays or hides residuals related to tie point

Show Point Residuals e
projections.

Ortho view commands
Switches to the navigation mode.

“I Navigation
_! Rectangle Selection Rectangle selection tool.
77 Circle selection tool.

"._+ Circle Selection

.'\_g Free-Form Selection Free-form selection tool.

Reset Selection Resets current selection.

"% Draw Point Switches to the point drawing tool.

A Draw Polyline Switches to the polyline drawing tool.

- Switches to the polygon drawing tool.

"/ Draw Polygon

iy Draw Paich Switches to the patch drawing tool.

& Ruler 12D linear distance measurement tool.

- DEM Switches to the digital elevation model display
A mode.

=] Hillshading Enables or disables hillshading mode of digital

) elevation mode visualization.

Orthomosaic Switches to the orthomosaic display mode.

Adjustsimage brightness and contrast for more
Aconvenient display.

Displays Raster Calculator dialog for NDVI and
| other vegetation indices calculation.

& set Brightness

*  Set Raster Transform

@J'ﬂ Update Orthomosaic Applies al the manual edits to the orthomosaic.

() pe— Increasgs the magnification of theimagein the
 Ortho view.

=L«ZoomOut Decreasgs the magnification of theimage in the
|, Ortho view.

#Hi4 . Resets the viewport to display the complete

+ "Reset\View L orthomosaic or DEM.
®8h0w Basemap Displays or hides basemap in aform of satellite or

| vector map.

¥ showSeamlines Displays or hides orthomosaic seamlines.
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Graphical user interface

Ortho view commands
TN - Displays or hides camera positions according |
Show s to the estimated location for aligned cameras or
reference coordinates for not aligned cameras.
[, Show Markers Displays or hides marker positions.
L_HShow Shapes Displays or hides shapes.

Hot keys I\

For convenient operation in the Metashapeit is possible to use Hot keys. Below isalist of default hot keys
that can be customized in the Preferences dialog. Select the Customize button at the Shortcuts menu item.

General
Create new project Ctrl + N
Save project Ctrl +S
Open project Ctrl +O
Run Script Ctrl +R
Full Screen F11

+Model View 1

Undo (only for Delete, Assign Class/ Classify Ctrl +Z
Ground Points,Masking and Close Holes
operations)

Redo (only for Delete, Assign Class/ Classify Ctrl +Y
Ground Points,Masking and Close Holes

operations)

Switch between navigation and any other Space
previously selected mode

ZoomIn Ctrl + +

Zoom Out Ctrl + -

Reset view 0

Switch to stereoview mode 9

Switch between orthographic and perspective view 5

modes

Change the angle for perspective view Ctrl + mouse wheel
Assign dense cloud class (only if some pointsare  Ctrl + Shift + C
selected)

Predefined Views

Top 7

Bottom Ctrl +7

Right 3
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Graphical user interface

Predefined Views

Left Ctrl +3
Front 1
Back Ctrl +1
Rotate View
Rotate Up 8
Rotate Down 2
Rotate L eft 4
Rotate Right 6
Photo View

Next photo (according to Photos pane order) Page Up
Previous photo (according to Photos pane order)  Page Down
Go to the next marker on the same photo Tab
Go to the previous marker on the same photo Shift + Tab
Navigation mode \%
Selection Tools
Rectangle selection M
Intelligent scissors L
Intelligent paint P

, Magic wand M
Add selection Ctrl + Shift + A
Subtract selection Ctrl + Shift+S
Invert selection Ctrl + Shift + 1
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Images

Input formats

JPG

TIFF

PNG

BMP,

OpenEXR |

JPEG 2000

TARGA

Digital Negative (DNG)
Portable Bit Map (PGM, PPM)
Multi-Picture Object (MPO)
Norpix Sequence (SEQ)
AscTec Thermal Images (ARA)

Camera calibration

Import formats

Agisoft Camera Calibration (*.xml)
Australis Camera Parameters (*.txt)
Australisv.7 Camera Parameters (*.txt)
PhotoModeler Camera Calibration (*.ini)
3DM CaibCam Camera Parameters (*.txt)
Ca Cam Camera Calibration (*.cal)
Inpho Camera Calibration (*.txt)

USGS Camera Calibration (*.txt)

Pix4D Camera Calibration (*.cam)
OpenCV Camera Calibration (*.xml)
Photomod Camera Calibration (* .x-cam)
Z/| Distortion Grid (*.dat)

Camera flight log

Input for mat

Agisoft XML (*xml)
Character-separated values (*.txt, *.csv)
EXIF meta data

Appendix B. Supported formats

Undistort formats
PG|

TIFF |

PNG

BMP

OpenEXR

JPEG 2000

Export formats

Agisoft Camera Calibration (*.xml)
Australis Camera Parameters (*.txt)
Australisv.7 Camera Parameters (*.txt)
PhotoModeler Camera Calibration (*.ini)
3DM CaibCam Camera Parameters (*.txt)
CalCam Camera Calibration (*.cal)
Inpho Camera Calibration (*.txt)

USGS Camera Calibration (*.txt)

Pix4D Camera Calibration (*.cam)
OpenCV Camera Calibration (*.xml)
Photomod Camera Calibration (* .x-cam)
Z/| Distortion Grid (*.dat)

Estimated positions
Agisoft XML (*xml)
Character-separated values (* .txt)
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Supported formats

Input format

MAVinci CSV (*.csv)
APM/PixHawk Log (*.log)
C-Astral Bramor log (*.log)
TopoAxistelemetry (*.tel)

GCP locations

Input format
Character-separated values (*.txt, *.csv)
Agisoft XML (*.xml)

Estimated positions

Estimated positions |

1 Character-separated values (* .txt)

Agisoft XML (*.xml)

Interior and exterior camera orientation

parameters

Import camera positions
Agisoft XML (*.xml)

Autodesk FBX (*.fbx)

Alembic (*.abc)

Realviz RZML (*.rzml)

Bundler (*.out)

Inpho Project File (*.prj)

BINGO (*.dat)

Blocks Exchange (*.xml)
N-View Match (*.nvm)

PATB Camera Orientation (*.ori)
VisionMap Detailed Report (*.txt)

Tie points

Import tie points
Bundler (*.out)

Export camera positions

Agisoft XML (*.xml)

Autodesk FBX (*.fbx)

Alembic (*.abc)

Realviz RZML (*.rzml)

Bundler (*.out)

Inpho Project File (*.prj)

BINGO Projecti(* .dat)

Blocks Exchange (*.xml)

N-View Match (*.nvm)

PATB Project (*.pro)

Boujou (*.txt) |

CHAN files (*.chan)

ORIMA (*.txt)

AeroSys Exterior Orientation (*.orn)
Summit Evolution Project (*.smtxml)
Omega Phi Kappa (*.txt)

Export tie points
Bundler (*.out)
BINGO (*.dat)
ORIMA (*.txt)
PATB (*.ptb)
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Supported formats

Import tie points

Import formats
Wavefront OBJ (*.obj)
Stanford PLY (*.ply)
ASCII PTS (*.pts)
ASPRSLAS (*.las)
LAZ (*.l1az)

ASTM E57 (*.e57)
Point Cloud Data (* .pcd)
PTX format (*.ptx)

Mesh model

Import mesh

Wavefront OBJ (*.obj)
3DS models (*.3ds)
COLLADA (*.dae)
Stanford PLY (*.ply)
Alembic (*.abc)

STL models (*.stl)
OpenCTM models (*.ctm)
Universal 3D models (*.u3d)
Autodesk FBX (*.fbx)
Autodesk DXF (*.dxf)

Sparse/dense point cloud

Export tie points
Summit Evolution Project (*.smtxml)
Blocks Exchange (*.xml)

Export formats
Wavefront OBJ (*.obj)
Stanford PLY (*.ply)
ASCII PTS (*.pts)
ASPRSLAS (*.las)
LAZ (*.l1az)

ASTM E57 (*.€57)
Point Cloud Data (*.pcd)
XYZ Point Cloud (*.txt)
Cesium 3D Tiles (*.zip)
Universal 3D (*.u3d)
Autodesk DXF (*.dxf)
potree (*.zip)

Agisoft OC3 (*.0c3)
Topcon CL3 (*.cl3)
Adobe 3D PDF (*.pdf)

Export mesh

Wavefront OBJ (*.obj)

3DS models (*.3ds)
COLLADA (*.dae)

Stanford PLY (*.ply)

Alembic (*.abc)

STL models (*.stl)

VRML models (*.wrl)
Universal 3D models (*.u3d)
Autodesk FBX (*.fbx)
Autodesk DXF Polyline (*.dxf)
Autodesk DXF 3DFace (*.dxf)
Binary gITF (*.glb)

X3D models (*.x3d)
OpenSceneGraph (*.osgb)
Google Earth KMZ (* .kmz)
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Supported formats

Import mesh

L Texture maps

Import texture
JPG

TIFF,

PNG

BMP

TARGA

JPEG 2000 |
OpenEXR

Portable Bit Map
Digital negative
Multi-Picture Object
Norpix Sequence File
AscTec Thermal Images

Orthomosaic

Impor{ orthomosaic
GeoTIFF Raster Data

Export mesh
Adobe PDF (*.pdf) |

Export texture
JPG

TIFF

PNG

BMP

TARGA

JPEG 2000
OpenEXR

Export orthomosaic
GeoTIFF

JPG

JPEG 2000

PNG

BMP

GeoPackage

Google Earth KML/KMZ
Google Map Tiles
MBTiles

World Wind Tiles
Tiled Map Service Tiles

Digital elevation model (DSM/DTM)

Import DEM
TIFF/GeoTIFF elevation (* .tif)

Export DEM

TIFF/GeoTIFF elevation (*.tif)
Arc/Info ASCII Grid (*.asc)

Band interleaved file format (*.hil)
XYZ (*.xyz)
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Tiled models

Import tiled model

Agisoft Tiled Model (*.tls)

LA

Shapes and contours

Import shapes
Shape Files (*.shp)
DXF Files (*.dxf)
KML files (*.kml)
KMZ files (* .kmz)

GeoJSON files (*.geojson)

Video

Import video
AVI (*.avi)

Flash video(* .flv)
MOV (*.mov)

Sputnik KMZ (* .kmz)
Google Map Tiles (*.zip)
MBTiles (*.mbtiles)

World Wind Tiles (*.zip)
Tile Map Service Tiles (*.zip)

i

Export tiled model

Agisoft Tiled Model (*.tls)
Cesium 3D Tiles (*.zip)
Scene Layer Package (*.slpk)
PhotoMesh Layer (*.zip)
OpenSceneGraph(*:zip)
Agisoft Tile Archive (*.zip)

Export shapes/contours
Shape Files (*.shp)

DXF Files (*.dxf)

KML Files (*.kml)

KMZ Files (*.kmz)
GeoJSON files (*.geojson)
‘GeoPackage files (*.gpkg)
‘Survey Points (*.txt)

Export video
AVI (*.avi)
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Supported formats

Import video Export video
MPEG-4 (*.mp4)
WMV (*.wmv)
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Appendix C. Camera models

Agisoft Metashape supports several parametric lensdistortion models. Specific model which approximates
best a real distortion field must be selected before processing. All models assume a central projection
camera. Non-linear distortions are modeled using Brown's distortion model.

A cameramodel specifiesthe transformation from point coordinatesin the local camera coordinate system
to the pixel coordinatesin the image frame.

Thelocal camera coordinate system has origin at the camera projection center. The Z axis points towards
the viewing direction, X axis pointsto theright, Y axis points down.

The image coordinate system has origin inithe middlelof the top=leftipixel (Withicoordinates (0.5, (0:5)):
The X axisin the image coordinate system points to theright, Y axis points down. Image coordinates are
measured in pixels.

.Ymmgra
i
—
Z camera
Ymmera
.)(mmrgg
erm:ug:-a

Ifr‘magg

Image and camera coordinate systems

Equations used to project a points in the local camera coordinate system to the image plane are provided
below for each supported camera model.

The following definitions are used in the equations:

(X,Y, Z) - point coordinatesin the local camera coordinate system,

(u, v) - projected point coordinates in the image coordinate system (in pixels),
f - focal lengthi(in'pixels);

Cx, Cy - principal point offseti(in'pixels);
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Cameramodels

K1, Ko, K3, Ky - radial distortion(coefficients|(dimensionless);
P1, P, - tangential distortion coefficients (dimensionless);
B, B> - affinity and non-orthogonality (skew) (coefficients(inpixels);

w, h - image width and height (inpixels):

Frame cameras
X=Xz
y=Y/Z
r = sqrt(x + y?)
X' = X(L+ Kqr? + Kor® + Kar® + Kar®) + (P(r2+2x) + 2Pxxy)
Y =Y(L1+ Ky + Ko + Kar® + Kgr®) + (P(r2+2y?) + 2Pyxy)
u=w*05+¢c+xf+xB1+yB>

v=h*05+c, +yf

Fisheye cameras
Xo=X1Z)
Yo=Y /Zj
ro =(SAME0G5 + yo*)
X=Xg* tan'lrol ro
y=Yo* tan'ro/ 1o
r = sgrt(x? + y?)
X' = X(1 + Kqr? + Kor* + Kar® + Kar®) + (P1(r2+2x%) + 2P,xy)
Y' =YL+ Kar? + Kor* + Kar® + Kar®) + (Po(r+2y?) + 2P1xy)
u=w*05+c+xT+xB;+yB>y

v=h*05+c, +yf

Spherical cameras (equirectangular projection)

u=w* 05+f* tan(X / Z)
v=h*05+f* tan’ (Y / sort(X? + Z?))
where:

f=w/(2* pi)
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Cameramodels

4 Note

» Spherica (equirectangular) camera model doesn't support distortions. All distortions should be
corrected before loading images in Metashape.

* In case you are capturing panoramas with a rotated frame/fisheye camera, we recommend to
process original images in Metashape using camera station function instead of stitching them in
external software.

Spherical cameras (cylindrical projection)
u=w* 05+f* tan’{(X / Z)
v=h*05+f*Y/syt(X?+Z?
where:
f=w/(2* pi)
4 Note

» Spherica (cylindrical) camera model doesn't support distortions. All distortions should be
corrected before loading images in Metashape.

* In case you are capturing panoramas with a rotated frame/fisheye camera, we recommend to
process original images in Metashape using camera station function instead of stitching them in
external software.
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Overview

Agisoft Metashape is a stand-al one software product that performs photogrammetric processing of digital
images (aerial and close-range photography, satellite imagery) and generates 3D spatial data to be used
in GIS applications, cultural heritage documentation, and visual effects production as well as for indirect
measurements of objects of various scales.

The software alows to process images from RGB, thermal or multispectral cameras, including multi-
camerasystems, into the spatial information in the form of dense point clouds, textured polygonal models,
georeferenced true orthomosaics and DSMs/DTMs. Further post-processing enables to eliminate shadows
and texture artifacts from the models, calculate vegetation indices and extract information for farming
equipment action maps, automatically classify dense point clouds, etc. Metashapeis capabl e of processing
of 50 000+ photos across alocal cluster, thanksto distributed processing functionality. Alternatively, the
project can be sent to the cloud to minimize hardware investment, with all the processing options being still
available. Wisely implemented digital photogrammetry technique enforced with computer vision methods
results in smart automated processing system that, on the one hand, can be managed by a new-comer
in the field of photogrammetry, yet, on the other hand, has a lot to offer to a specialist who can benefit
from advanced features like stereoscopic mode and have complete control over the results accuracy, with
detailed report being generated at the end of processing.

How it works

Typical tasks for a photogrammetry processing project in Metashape are to build a 3D surface and an
orthomosaic. Imagery data processing procedure with Agisoft Metashape consists of three main steps.

1. The first step is called alignment. It includes aeria triangulation (AT) and bundle block adjustment
(BBA). At this stage Metashape searches for feature points on the images and matches them across
images into tie points. The program aso finds the position of the camera for each image and
refines camera calibration parameters (estimates internal (10) and external (EO) camera orientation
parameters).

The results of these procedures are visualized in the form of a sparse point cloud and a set of camera
positions. The sparse point cloud represents the results of image alignment and will not be directly used
in further processing (except for the sparse point cloud based surface reconstruction method, which
is suitable only for quick estimates, e.g., of completeness of a data set). However it can be exported
for further usage in external programs. For instance, a sparse point cloud model can be used in a 3D
editor as a reference. On the contrary, the set of camera positions is required for further 3D surface
reconstruction by Metashape.

2. The second step is generation of asurfacerin 3D (mesh) and/or 2.5D (DEM). Polygonal model (mesh)
can be textured for photorealistic digital representation of the object/scene and exported in numerous
formats compatible with post-processing software, both for CAD and 3D-modeling workflows.

For city-scale projectsto provide for fast model visualization response and allow for smooth navigation
across the whole scene, Metashape enables to generate tiled models. Such hierarchical representation
preserves original resolution of the images applied to the model as a texture and is compatible with
stand-al one and web-based viewers.

If the digital elevation model (DEM) is generated based on the dense point cloud data, it can include
either both terrain and all the objects above the ground, like trees, buildings and other man-made
structures (digital surface model, DSM), or only show the landscape of the territory (digital terrain
model, DTM).
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Overview

Dense point cloud can be built by Metashape based on the estimated camera positions and images
themselves (dense stereo matching). Generated photogrammetric point cloud can be merged with
LIDAR data or automatically divided into several semantic classes following the project tasks.

3. The third step is creating of Orthomosaic, which can be georeferenced and used as a base layer for
varioustypes of maps and further post processing analysis and vectorization. Orthomosaic is generated
by projecting theimages according to their EOQ/IO data on a surface of the user's choice: DEM or mesh.

For multispectral imagery projects, orthomosaic can represent NDVI and other vegetation indices
information. Reflectance calibration feature of Metashape allows to correctly interpret radiometric
imagery data, providing that radiometric panel has been used in the project and/or sun sensor
information is available in the images meta data.

About the manual

Basically, the sequence of actions described above covers most of the data processing needs. All these
operations are carried out automatically according to the parameters set by user. Instructions on how to
get through these operations and descriptions of the parameters controlling each step are given in the
corresponding sections of the Chapter 3, General workflow chapter of the manual.

In some cases, however, additional actions may be required to get the desired results. In some capturing
scenarios masking of certain regions of the photos may be required to exclude them from the cal cul ations.
Application of masksin Metashape processing workflow aswell as editing options available are described
in Chapter 6, Editing. Camera calibration issues are discussed in Chapter 4, Referencing, that also
describes functionality to optimize cameraalignment results and provides guidance on model referencing.
A referenced model, be it amesh or aDEM serves as a ground for measurements. Area, volume, profile
measurement procedures are tackled in Chapter 5, Measurements, which also includes information on
vegetation indices cal culations. While Chapter 7, Automation describes opportunitiesto save up on manual
intervention to the processing workflow, Local network processing presents guidelines on how to organize
distributed processing of the imagery data on several nodes.

It can take up quite along time to reconstruct a 3D model. Metashape allows to export obtained results
and save intermediate datain aform of project files at any stage of the process. If you are not familiar with
the concept of projects, its brief description is given at the end of the Chapter 3, General workflow.

In the manual you can aso find instructions on the Metashape installation and activation procedures and
basic rules for taking "good" photographs, i.e. pictures that provide most necessary information for 3D
reconstruction. For theinformation refer to Chapter 1, I nstallation and Activation and Chapter 2, Capturing
scenarios.

Vi





Chapter 1. Installation and Activation

System requirements

Minimal configuration

* Windows7 SP 1 or later(820r64hit), Mac OS X MountainiZionior |ater, Debian/Ubuntu with GLIBC
2.13+ (64 hit)

* Intel Core 2 Duo processor or equivalent

* 4GB of RAM

Recommended configuration

» Windows7 SP1 or later (64 bit), Mac OS X Mojave or later, Debian/Ubuntu with GLIBC 2.13+ (64 hit)
¢ Intel Corei7 or AMD Ryzen 7 processor

» Discrete NVIDIA or AMD GPU

* 32GB of RAM

The number of photos that can be processed by Metashape depends on the available RAM and
reconstruction parameters used. Assuming that a single photo resolution is of the order of 10 MPix, 4 GB
RAM is sufficient to make a model based on 30 to 50 photos. 16 GB RAM will alow to process up to
300-400 photographs.

GPU @acceleration

Metashape supports accelerated image matching; depth maps reconstruction; depth maps based mesh,
DEM and tiled model generation; texture blending; photoconsistent mesh refinement operation due to the
graphics hardware (GPU) explaiting.

NVidia
GeForce GTX 6xx series and later with CUDA support.

ATI
Radeon R9 series and later with OpenCL 1.1 support.

Metashape is likely to be able to utilize processing power of any CUDA enabled device with compute
capability 2.0 and higher or OpenCL 1.1 and higher enabled device with SPIR support for stages specified
above, provided that CUDA/OpenCL drivers for the device are properly installed. However, because of
the large number of various combinations of video chips, driver versions and operating systems, Agisoft
is unable to test and guarantee M etashape's compatibility with every device and on every platform.

The processing performance of the GPU device is mainly related to the number of CUDA cores for
NVIDIA video chipsand the number of shader processor unitsfor AMD and Intel video chips. Additionally
depth maps based mesh, DEM and tiled model reconstruction aswell as photoconsistent mesh refinement
operations and texture blending would benefit from larger amount of VRAM available.




比較 : 置換�

テキスト

[旧 テキスト] :"(32 or 64"

[新 テキスト] :"(64"



比較 : 置換�

テキスト

[旧 テキスト] :"Mountain Lion"

[新 テキスト] :"High Sierra"



比較 : 置換�

テキスト

[旧 テキスト] :"acceleration"

[新 テキスト] :"recommendations"



比較 : 置換�

テキスト

[旧 テキスト] :"NVidia"

[新 テキスト] :"NVIDIA"



比較 : 置換�

テキスト

[旧 テキスト] :"ATI"

[新 テキスト] :"AMD"





Installation and Activation

Thetable below lists currently supported devices (on Windows platform only). Agisoft will pay particular
attention to possible problems with Metashape running on these devices.

Table 1.1. Supported Desktop GPUs on Windows platform

NVIDIA AMD

GeForce RTX 2080 Ti Radeon VII
TeslaV100 Radeon RX 5700 XT
TedaM60 Radeon RX Vega 64
Quadro P6000 Radeon RX Vega 56
Quadro M6000 Radeon Pro WX 7100
GeForce TITAN X Radeon RX 580
GeForce GTX 1080 Ti FirePro W9100
GeForce GTX TITAN X Radeon R9 390x
GeForce GTX 980 Ti Radeon R9 290x

GeForce GTX TITAN
GeForce GTX 780
GeForce GTX-680

Metashape supports texture blending on GPU using Vulkan technology on Linux and Windows OS.
GPU accelerated texture blending is currently supported for frame-typecameras on NVIDIA cards since
GeForce GTX @XX¥/ Quadro M4000 and driver versions from 435.xx and on AMD cards since Radeon
R9 29x series/ FirePro W9100 and 17.1.x drivers. Some older GPUs could also support texture blending
using Vulkan, however, it is not guaranteed.

Although Metashape is supposed to be able to utilize other compatible GPU models and being run under
a different operating system, Agisoft does not guarantee that it will work correctly. However, al GPU-
based processing issues should be reported to Agisoft support team for more detailed investigation.

4 Note

e Use CPU enable flag to allow calculations both on CPU and GPU for GPU-supported tasks.
However if at least one powerful discrete GPU is used it is recommended to disable CPU flag
for stable and rapid processing.

» Using GPU acceleration with mobile or integrated graphics video chips is not recommended
because of the low performance of such GPUs.

» CUDA supported devicesfor someolder Mac OS X versionsmay requiretoinstall CUDA drivers
from official web-site first: http://www.nvidia.com/object/mac-driver-archive.html.

Duetolack of CUDA support on certain Mac OS X versions M etashapewill automatically switch
to OpenCL implementation for GPU-based processing on NVIDIA graphic devices.

Installation procedure

Installing Metashape on Microsoft Windows

To install Metashape on Microsoft Windows simply run the downloaded msi file and follow the
instructions.
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Installation and Activation

Installing Metashape on Mac OS X

Open the downloaded dmg image and drag M etashape application bundle to the desired location on your
hard drive (for example, to Applications folder. Do not run Metashape directly from the dmg image to
avoid issues on license activation step.

Installing Metashape on Debian/Ubuntu

Unpack the downl oaded archive with aprogram distribution kit to the desired location on your hard drive.
Start Metashape by running metashape.sh script from the program folder.

30-day trial and demo mode

Once Metashape is downloaded and installed on your computer you can run it either in the Demo mode or
in the full function mode. On every start until alicense key sequenceis entered it will show on activation
dialog offering three options: (1) activate Metashape using a valid license code, (2) start a free 30-day
trial, (3) continue using Metashape in Demo mode. Starting a 30-day trial period allows to evaluate the
functionality of the program and explore the software in full-function mode, including save and export
features. Trial license is intended to be used for evaluation purposes only and any commercial use of a
trial licenseis prohibited.

If you are not ready yet to start the trial period, you can opt for the Demo mode. The employment of
Metashape in the Demo mode is not time limited. Several functions, however, are not available in the
Demo mode. These functions are the following:

* (savingithe project;

* build tiled model;

* build orthomosaic;

* build digital elevation model (DEM));

e DEM and orthomosaic related features (such as vegetation index calculation, DEM-based
measurements);

» some Python APl commands;

« al export features, including exporting reconstruction results (you can only view a 3D model on the
screen);

 using network and cloud processing features.

To use Metashape in the full function mode for various projects you have to purchase a license. On
purchasing you will get a license code to be entered into the activation dialog of Metashape. Once the
license code is entered you will get full access to all functions of the program and the activation dialog
will no longer appear upon program start, unless the license is deactivated.

Activation procedure

Metashape node-locked license activation

The Node-locked license for Metashape allows to activate the software on one machine at atime. Node-
locked licensefiles are unique for each computer, and aretied to the system hardware. If you areto replace
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Installation and Activation

major system components or re-install operational system, the license should be deactivated first and then
the same key could be used to activate the license on the renewed system.

4 Note

e The node-locked license activation on Windows OS and Mac OS may require administrator
privileges. During the activation process additiona confirmation dialog will appear to apply the
elevated privileges.

» To deactivate the license select Activate Product command from Help menu and use Deactivate
button or argument --deactivate in the command line (terminal) to Metashape executable.

» When Metashape software is being uninstalled on Windows OS the license deactivation attempt
will be automatically performed, however, it is recommended to deactivate the license manually
before uninstalling the application.

M etashape software requires alicense key (adigital code) to be activated. First of all, make sure that you
haveavalid license key at hand. The number of activation/deactivation operationsisnot effectively limited
for manual license transfer scenarios. But we recommend technical possibility to transfer a node-locked
license to a new computer not to be exploited in automated scenarios involving activation/deactivation of
the node-locked license on regular basis.

[{ Note

» Excessive usage of activation/deactivation mechanism may result in the situation when user gets
blocked in the activation system.

» For scenarios which involve virtual machines and frequent license activation/deactivation
operations it is recommended to consider floating license option, in which case the license is
automatically returned to the license server when the Metashapeis stopped or the related process
iskilled unexpectedly.

Standard activation procedure, which allows to activate the product in the means of seconds, requires the
machine to be connected to the Internet. If it isyour case, please follow the online activation procedure as
described below. In case the system cannot be connected to the Internet, please opt for the offline activation
procedure, which is also described in this section of the manual.

Online Activation Procedure - To activate M etashape on a machine with Internet
connection

1. Launch Metashape software, previously installed on your machine, and go to Help menu for Activate
product... command.

2. In Activation dialog insert license key according to the suggested 5 digit blocks structure. Please
note that license codes never include zero digit - only letter "O".

3. If the license code has been input correctly, then the OK button will become active. Click on it to
complete the activation procedure. If the button is still grayed out, please make sure that the key you
are using is meant for the product you are trying to activate: alicense key for the Standard Edition,
for example, will not activate the Professional Edition.

Offline Activation Procedure - To activate Metashape on a machine with NO
I nter net connection

1. Launch Metashape software, previously installed on your machine, and go to Help menu for Activate
product... command.
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Installation and Activation

2. In Activation dialog insert license key according to the suggested 5 digit blocks structure. Please
note that license codes never include zero digit - only letter "O". Click OK button.

3. Click SaveActivation Request button. Browseto the destination folder for the activation_request.act
filein the Save as dialog, type in the file name and click Save button.

4. Sendthefile saved at previous step to suppor t @agisoft.com. Agisoft support team will process your
activation request and send the special license file to your e-mail with the instructions to complete
the activation process.

If youwouldliketo activate/deactivate M etashape software in headlessmode, please seethelist of relevant
commands below:

» metashape --activate license _key

» metashape --deactivate

» metashape --activate-offline license_key file_name.act
» metashape --deactivate-offline file_name.act

Run "metashape --help" to see the complete list of the commands available.

Floating licenses

M etashape software can be used under floating license conditions. A floating license allows to install the
software on an unlimited number of machines, which are connected to a server network. However, at any
one time, Metashape can only run on the maximum number of computers for which licenses have been
purchased. Since Metashape can be installed on more systems than the number of licenses purchased, this
enables the licensee to efficiently share the product across the organization.

A software utility called Floating License Server (FLS) deployed on the server machine issues licenses
to client machines, up to the number of floating licenses purchased. If all floating licenses are in use, no
more computers can run Metashape until alicense is returned to the FLS, i.e. until Metashape processis
finished on one of the machines.

M etashape floating licenses are borrowable. A borrowed license can be used on a machine disconnected
from the server network for a certain period (up to 30 days).

Floating license activation procedure is performed on the server machine and includes two steps:
» FLSinstallation and activation

* Floating license activation

Thus, to activate a floating license you will need 3 components:

» FLSarchive (to be downloaded from the link provided upon license purchase)

e FLSactivation key (to be provided on purchasing afloating license)

» Floating license activation key (to be provided on purchasing a floating license), and the number of
floating licenses associated with the key.

4 Note

* By default, FLS cannot be installed on a virtual machine. In case the the virtua environment is
the only option to deploy the license server, please contact support@agisoft.com for additional
instructions on the matter.
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To activate Floating License Server

1

2.

7.

Unpack the FLS archive and run FL S utility (rim/rim.exe) on the server machine.

Go to http://server_address:5054 to use web-interface of the license management system. Enter
Status section of the left hand side menu. Find "agisoft" linein the ISV Serverstable. Click agisoft
button in ACTIVATE column of the table.

Set the following values for the parameters on the Activate/Deactivate Alternate Server Hostid
page. | SV: agisoft, Activation Key: enter FLS activation key. Leave Deactivate? box unchecked.
Click Activate/Deactivate Alter nate Server Hostid button.

The FLS s successfully activated now.

To complete the procedure, go to the folder where the FL'S utility has been unpacked to and delete
mock licensefile - agisoft.lic.

Return to web-interface of the license management system and go to Rer ead/Restart Server ssection
of the left hand side menu. Select "-all-" from the dropdown list of the ISV field. Click REREAD/
RESTART button.

Now the FL S activation procedure is completed.

The next step is activation of the floating license itself.

To activate a floating license

1

Go to http://server_address:5054 to use web-interface of the license management system. Enter
Activate License section of the left hand side menu. Click BEGIN License Activation button on
License Activation page.

Do not change the suggested value of the | SV activation website parameter. Click Next.

On step 2 of License activation procedure set ISV parameter to "agisoft” value and enter Floating
license activation key into the License activation key textbox. Click Next.

Gotothefolder wherethe FL S utility has been unpacked to, open rim_agisoft FLS-activation-key.lic
file. Copy string "license=server-serial-number" from the first line of the file and enter the datainto
the License Server or Node-lock hostid: textbox on the 3d step of the License activation procedure.

Indicate the number of floating licenses to be activated in the License count (for floating licenses)
field. The number should not excess the total amount of floating licenses associated with the floating
license activation key. Click Next.

On step 4 indicate the name of the license file to be created. Click Next.

On step 5 check Activation Request Data and if everything is correct, click REQUEST LICENSE
button.

Click (Re)Start License Server. Select "agisoft” from the dropdown list of the ISV field. Click
REREAD/RESTART button.

Floating license activation procedure is completed. Y ou can run Metashape on the client machines
connected to the server.

To run Metashape on a client machine, where the software has been installed, the client machine should
have network connection to the server, where FL S has been deployed. In case the connection is not via
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alocal network, then a specially prepared * .lic file should be properly placed to the Metashape folder on
the client machine. The datain the file should be the following string: "HOST FLS address". In case the
server uses a port different from the standard 5053 one, then the string should be: "HOST FLS address
any the port_number".

Totransfer the Floating License Server

1

5.

Deactivate FLS in web-interface of the license management system: http://server_address:5054.
Enter Status section of the left hand side menu. Find "agisoft" linein the ISV Serverstable. Click
agisoft button in ACTIVATE column of the table. Set the following values for the parameters on
the Activate/Deactivate Alter nate Server Hostid page. | SV agisoft, check Deactivate? box. Click
Activate/Deactivate Alter nate Server Hostid button.

Activate FLS on a new server following steps 1-3 from the Floating License Server activation
procedure described above.

Copy all floating license files (i.e. al *.lic files but for the rim_agisoft_license server activation
key.lic) from the original server machine to the new server to the folder where floating license server
has been unpacked to.

Modify the server host name in the first line of the copied floating license files to the name of the
new server machine.

Follow steps 5-6 from the Floating License Server activation procedure described above.

There is no need to perform Floating license activation procedure since the floating license is already
activated. Metashape can be run on the client machines connected to the new server.

To borrow afloating license

1

Connect the machine you would like to borrow the license for to the server machine and make sure
that there is a spare floating license in the server pool.

Run Metashape software on the machine. Select Activate Product... command from Help menu.

Click Borrow License button in the MetashapeActivation dialog. Set the number of days you would
like to borrow the license for and click OK button. The number of days should not exceed 30.

Now the machine can be disconnected from the server network, with M etashape being kept activated
onit.

To return the borrowed license connect the computer to the license server network, start Metashape,
select Activate Product... command from the Help menu and click Return License button in Activate
dialog window. Otherwise the license will be automatically returned to the server pool after the
borrowing period is over.






Chapter 2. Capturing scenarios

Photographs suitable for 3D model reconstruction in Metashape can be taken by any digital camera (both
metric and non-metric), as long as you follow some specific capturing guidelines. This section explains
genera principles of taking and selecting pictures that provide the most appropriate data for 3D model
generation.

IMPORTANT! Make sure you have studied the following rules and read thelist of restrictions before you
get out for shooting photographs.

Equipment
» Useadigital camerawith reasonably high resolution (5 MPix or more).

» Avoid ultrawide angle and fisheye lenses. The best choice is 50 mm focal length (35 mm film
equivalent) lenses. It isrecommended to usefocal length from 20 to 80 mm interval in 35mm equivalent.
If a data set was captured with fisheye lens, appropriate camera sensor type should be selected in
M etashape Camera Calibration dialog prior to processing.

 Fixed lenses are preferred. If zoom lenses are used - focal length should be set either to maximal or to
minimal value during the entire shooting session for more stable results, for intermediate focal lengths
separate camera calibration groups should be used.

Camera settings

» Using RAW datalosslessly converted to the TIFF filesis preferred, since JPG compression may induce
unwanted noise to the images.

» Takeimages at maximal possible resolution.
* SO should be set to the lowest value, otherwise high 1SO values will induce additional noise to images.

 Aperture value should be high enough to result in sufficient focal depth: it isimportant to capture sharp,
not blurred photos.

» Shutter speed should not be too slow, otherwise blur can occur due to slight movements.

Object/scene requirements

» Avoid not textured, shiny, highly reflective or transparent objects.
« If ill haveto, shoot shiny objects under a cloudy sky.

» Avoid unwanted foregrounds.

» Avoid moving objects within the scene to be reconstructed.

» Avoid absolutely flat objects or scenes.

Image preprocessing

» Metashape operates with the original images. So do not crop or geometrically transform, i.e. resize or
rotate, the images.
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Capturing scenarios

Generally, spending some time planning your shot session might be very useful.

Number of photos: more than required is better than not enough.

Number of "blind-zones" should be minimized since Metashape is able to reconstruct only geometry
visible from at least two cameras.

In case of aerial photography the overlap requirement can be put in the following figures: 60% of side
overlap + 80% of forward overlap. When making a survey over aforest, it is recommended to increase
the overlap value to 80% and 90% respectively.

Each photo should effectively use the frame size: object of interest should take up the maximum area.
In some cases portrait camera orientation should be used.

Do not try to place full object in theimage frame, if some partsare missing it isnot aproblem providing
that these parts appear on other images.

Good lighting is required to achieve better quality of the results, yet blinks should be avoided. It is
recommended to remove sources of light from camerafields of view. Avoid using flash.

If you are planning to carry out any measurements based on the reconstructed model, do not forget to
locate at least two markers with a known distance between them on the object. Alternatively, you could
place aruler within the shooting area

In case of aerial photography and demand to fulfill georeferencing task, even spread of ground control
points (GCPs) (at least 10 across the area to be reconstructed) is required to achieve results of highest
quality, both in terms of the geometrical precision and georeferencing accuracy. Y et, AgisoftMetashape
is able to complete the reconstruction and georeferencing tasks without GCPs, too.

The following figures represent advice on appropriate capturing scenarios:

Facade (Incorrect) Facade (Correct)
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Restrictions

In some cases it might be very difficult or even impossible to build a correct 3D model from a set of
pictures. A short list of typical reasons for photographs unsuitability is given below.

Modifications of photographs

M etashape can process only unmodified photos as they were taken by a digital photo camera. Processing
the photos which were manually cropped or geometrically warped is likely to fail or to produce highly
inaccurate results. Photometric modifications do not affect reconstruction results.

Lack of EXIF data

Metashape calculates initial values of sensor pixel size and focal length parameters based on the EXIF
data. The better initial approximation of the parameter valuesis, the more accurate autocalibration of the
camera can be performed. Therefore, reliable EXIF datais important for accurate reconstruction results.
However 3D scene can also be reconstructed in the absence of the EXIF data. In this case Metashape
assumesthat focal length in 35 mm equivalent equalsto 50 mm and triesto align the photosin accordance
with this assumption. If the correct focal length value differs significantly from 50 mm, the alignment can
giveincorrect resultsor evenfail. In such casesit isrequired to specify initial cameracalibration manually.

The details of necessary EXIF tags and instructions for manual setting of the calibration parameters are
given in the Camera calibration section.
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Lens distortion

The distortion of the lenses used to capture the photos should be well simulated with the camera model
used in the software. Generally, Brown's distortion model implemented in M etashape workswell for frame
cameras. However, since fisheye/ultra-wide angle lenses are poorly simulated by the mentioned distortion
model, it iscrucial to choose proper cameratype in Camera Calibration dialog prior to processing of such
data - the software will switch to the appropriate distortion model.

Lens calibration

It is possible to use Metashape for automatic lens calibration. M etashape uses LCD screen asacalibration
target (optionally it ispossibleto use aprinted chessboard pattern, providing that itisflat and all itscellsare
squares). Lens calibration procedure supports estimation of the full camera calibration matrix, including
non-linear distortion coefficients.

[{ Note

« Lenscalibration procedure can usually be skipped in common workflow, as M etashape cal cul ates
the calibration parameters automatically during Align Photos process. However, if the alignment
results are unstable, for example, due to the lack of the tie points between the images, the lens
calibration may be useful.

The following camera calibration parameters can be estimated:

f
Focal length measured in pixels.

CX, cy
Principal point coordinates, i.e. coordinates of lensoptical axisinterceptionwith sensor planein pixels.

b1, b2
Affinity and Skew (non-orthogonality) transformation coefficients.

k1, k2, k3, k4
Radia distortion coefficients.

pl, p2
Tangential distortion coefficients.

Before using lens calibration tool a set of photos of calibration pattern should be loaded in Metashape.

To capture photos of the calibration pattern:

1. Select Show Chessboard... command from the Lens submenu in the Tools menu to display the
calibration pattern.

2. Use mouse scroll wheel to zoom infout the calibration pattern. Scale the calibration pattern so that
the number of squares on each side of the screen would exceed 10.

3. Captureaseriesof photos of the displayed calibration pattern with your camerafrom slightly different
angles, according to the guidelines, outlined below. Minimum number of photos for a given focal
lengthis 3.

4. If you are cdibrating zoom lens, change the focal length of your lens and repeat the previous step
for other focal length settings.

11
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Capturing scenarios

5. Click anywhere on the calibration pattern or press Escape button to return to the program.
6. Upload the captured photos to the computer.

When capturing photos of the calibration pattern, try to fulfill the following guidelines:

» Make sure that the focal length keeps constant throughout the on (in case of zoom lens).
» Avoid glare on the photos. Move the light sources away if required.

» Preferably, the whole area of the photos should be covered by calibration pattern. Move the camera
closer to the LCD screenif required.

Toload photos of the calibration pattern:

1 Create new chunk using ~& Add Chunk toolbar button on the Workspace pane or selecting Add

Chunk command from the Workspace context menu (available by right-clicking on the root element
on the Workspace pane). See information on using chunks in Using chunks section.

2. Select Add Photos... command from the Workflow menu.

3. Inthe Open dialog box, browse to the folder, containing the photos, and select files to be processed.
Then click Open button.

4. Loaded photos will appear in the Photos pane.

4 Note

« You can open any photo by double clicking on its thumbnail in the Photos pane. To obtain good
calibration, the photos should be reasonably sharp, with crisp boundaries between cells.

« If you have loaded some unwanted photos, you can easily remove them at any time.

« Before calibrating fisheye lens you need to set the corresponding Camera Type in the Camera
Calibration... dialog available from the Tools menu. See information on other camera calibration
settings in Camera calibration section.

To calibrate cameralens
1. Select Calibrate Lens... command from the Lens submenu in the Tools menu.

2. Inthe Cdlibrate Lens dialog box, select the desired calibration parameters. Click OK button when
done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click the Cancel button.

4. The calibration results will appear on the Adjusted tab of the Camera Calibration... dialog available
from the Tools menu. The adjusted values can be saved to file by using Save button on the Adjusted
tab. The saved lens calibration data can later be used in another chunk or project, providing that the
same cameraand lensis used.

[{ Note

 After you have saved the calibration parametersfor the lens, you may proceed with the workflow
steps in a separate chunk for the actual image set captured by the same camera and lens. To
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protect the calibration datafrom being refined during Align Photos process one should check Fix
calibration box on the Initial tab for the chunk with the data to be processed. In this case initial
calibration values will not be changed during Align Photos process.

After calibration is finished, you will be presented with the following information:

Detected chesshoard corners are displayed on each photo (the photo can be opened by double clicking on
its name in the Photos pane). It is preferable when the majority of the corners were detected correctly. For
each detected corner the reprojection error between the detected corner position and estimated position
according to the calculated calibration is also displayed. The errors are scaled x20 times for display.

Automated mission planning

M etashape introduces functionality for obtaining optimal sets of camera positions based on rough model
and creating mission plans using these optimal sets. Thisfunetionality-may-be-used-aswell-for-analyzing
excessive image-setsto-understand which-images-are-useful-and-which-are redundant:

Mission planning feature works as follows. At first, photos captured during a simple overhead flight are
used to create a rough model. Then, a set of the viewpoints which are enough to cover the surface of
the object with sufficient overlap is generated. Finally, a round-trip passing through all the generated
viewpoints is computed and can beSavedin KML fileformat:

£ Note

e This tool is suitable for DJI drones. We recommend using aircraft/drones with RTK GPS to
significantly enhance flight safety and precision.

1. Makeanoverhead flight over the region of interest to capture abasic imagery set. To capture vertical
and concave surfaces better, you may use an oblique survey preset in your drone app instead of taking
only nadir photos.

2. Import photosto Metashape and align them, then build amodel of the object. Asonly rough geometry
is needed for mission planning step, you can build mesh from sparse cloud or using low quality
settings to speedup computations. Check Bounding Box to include entire geometry of interest.

3. Specify home point for the drone at the expected take-off point. This can be done by placing a Point
shape on the rough model. To place point precisely, you can build texture for the model or pick point
from an overhead photo that observes home point.

4. Select Plan Mission submenu from the Tools menu. Specify parameters and run processing.

5. Import filesto drone app that supports KML flight plans with gimbal orientation.

4 Note

» Please note that each flight must be watched by a pilot ready to take manual control over the
drone in case of GPS issues or unreconstructed obstacles such as wires or trees.

Specify flight zones. To enhance flight safety, you can specify zones allowed and restricted to
fly in.

If drone battery gets low during the flight, replace it and restart the drone at the same altitude
as that of specified home point. You will need to manually navigate drone to the position from
which the last visited waypoint isin line of sight to resume automatic flight safely.
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You may need to disable built-in drone obstacle avoidance feature in order to perform range
flights. Be even more careful after disabling obstacle avoidance asdrone will longer stop or slow
down in case of any obstacle on the way. It's not recommended to disable obstacle avoidance
feature when flying using GNSS signal without RTK.

The following parameters control the photo alignment procedure and can be modified in the Plan Mission
dialog box:

Focus on model selection
To consider only selected triangles of the model as target for reconstruction. In any case all
reconstructed triangles will be used for obstacle avoidance.

Camera model
Choose a camera from the list, with a certain focal length in mm.

Resolution
Target image resolution. Can either be specified asi@SDiordistance in meters from the surface of the
rough model.

I mage overlap
Choose the desired overlap percentage.

Safety distance
Distance from the object which is restricted for putting waypoints within or planning path through.
Focus on selection parameter is ignored here - al parts of the object available in the rough model
are considered.

Min altitude
Relative altitude to home point (in meters) which isrestricted for putting waypoints within or planning
path through.

Safety zone
Shape layer with allowed regions.

Restricted zone
Shape layer with restricted regions.

Home point
The desired take-off point can be defined as 3D point shape placed in scene.

Min waypoints spacing
Minimal distance between consecutive waypoints. The default value is set to 0.5 meters according
to DJI drones firmware.

Max waypoints per flight

Maximal possible number of waypointsper KML file. If flight plan has more waypoints than specified
value, it will be split into chunks. The default valueis set to 99 according to DJI drones firmware.

Excessive image elimination

Reduce overlap feature is made for analyzing excessive image sets to understand which images are useful
and which areredundant:

1. Align photos using entire@atasetsiand build rough mesh from the sparse cloud.
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2. Select Reduce Overlap dialog available from the Tools menu.
3. Choose parametersin Reduce Overlap dialog box.
4. Click OK button.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click the Cancel button.

6. Afteritiall cameras not included imioptimal subset will get disabled. |

Reduce overlap dialog parameters:

Focus on selection
To consider only selected triangles of the model astarget for reconstruction. Camerasthat do not have
any of the selected polygons in the field of view would be automatically disabled.
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Chapter 3. General workflow

Processing of images with Metashape includes the following main steps:
* loading images into Metashape;

* inspecting loaded images, removing unnecessary images;
« aligning cameras;

* building dense point cloud;

* building mesh (3D polygonal model);

e generating texture;

* building tiled mode!;

* building digital elevation model (DEM);

* building orthomosaic;

* exporting results.

If you are using Metashape in the full function (not the Demo) mode, intermediate results of the image
processing can be saved at any stage in the form of project files and can be used later. The concept of
projects and project filesis briefly explained in the Saving intermediate results section.

The list above represents al the necessary steps involved in the construction of a textured 3D model
DEM and orthomosaic from your photos. Some additional tools, which you may find to be useful, are
described in the successive chapters.

Preferences settings

Before starting a project with Metashape it is recommended to adjust the program settings for your needs.
In Preferences dialog (General (Tab)pavailable through the Tools menu you can indicate the path to the
Metashape log file to be shared with the Agisoft support team in case you face any problem during the
processing. Here you can a so change GUI language to the onethat is most convenient for you. The options
are: English, Chinese, French, German, Italian, Japanese, Portuguese, Russian, Spanish.

Switch Theme in case you have preferences between Dark or Light program GUI or leaveit as Classic for
the simplest view. Shortcuts can be adjusted for your convenience on the General tab aswell.

On the GPU tab you need to make sure that all discrete GPU devices detected by the program are checked.
Metashape exploits GPU processing power that speeds up the process significantly. However, Agisoft
does not recommend to use integrated graphic card adapters due to their possible unstable work under
heavy load. If you have decided to switch on GPUs to boost the data processing with Metashape, it is
recommended to uncheck #lUseCPU when performing GPU accel erated(processingoption, providing that
at least one discrete GPU isutilizedifor processing.

Advanced tab allows you-to switch on such advanced features like rich Python console, for example.
Furthermore, you can enable loading of extra camera data from XMP (camera calibration, camera
orientation angles, camera location accuracy, GPS/INS offset).

Keep depth maps option can be beneficial in terms of saving up the processing time, in case there might
be aneed to rebuild dense point cloud, once generated, for asmaller part of the scene, or if both mesh and
dense cloud are based on the same quality depth maps.
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Fine-level task subdivision optionisuseful in caseswhen large datasets are to be processed. Enabled option
providesinternal splitting of some tasksto the sub-jobs, thus allowing to reduce the memory consumption
during the processing. The tasks that are supported for fine-level distribution are the following: Match
Photos, Align Cameras, Build Depth Maps, Build Dense Cloud, Build Tiled Model, Build DEM, Build
Orthomosaic and Classify Points.

M etashape allows for incremental image alignment, which may be useful in case of some datamissing in
the initially aligned project. If this may be the case, you should switch on the Keep key points option on
the Advanced tab of the Preferences dialog before you start the processing of the data.

Loading images

Before starting any operation it is necessary to point out which images will be used as a source for
photogrammetric processing. In fact, images themselves are not loaded into Metashape until they are
needed. So, when(*add photos' ‘command is used, only the links to the image files are added to the project
contents to indicate the images that will be used for further processing.

Metashape uses the full color range for image matching operation and is not downsampling the color
information to 8 bit. The point cloud points; texture and-orthomosaic would also havetheoriginal bit depth,
providing that they are exported in the formats that support non 8-bit colors.

Toload a set of photos

L Select Add Photos... command from the Workflow menu or click Add Photos toolbar button on
the Workspace pane.

2. In the Add Photos dialog box browse to the folder containing the images and select files to be
processed. Then click Open button.

3. Sdlected images will appear on the Workspace pane.
4 Note

* Metashape accepts the following image formats: JPEG, JPEG 2000, TIFF, DNG, PNG,
OpenEXR, BMP, TARGA, PPM, PGM, SEQ, ARA (thermal images) and JPEG Multi-Picture
Format (MPO). Image filesin any other format will not be displayed in the Add Photos dialog
box. To work with such imagesisit necessary to convert them to one of the supported formats.

If some unwanted images have been added to the project, they can be easily removed at any moment.

Toremove unwanted images
1. Onthe Workspace pane select the cameras to be removed.

2. Right-click on the selected cameras and choose Remove Items command from the opened context

menu, or click X Remove Items toolbar button on the Workspace pane. The related images will be
removed from the working set.

Camera groups

If al the photos or a subset of photos were captured from one camera position - camera station, for
M etashape to process them correctly it is obligatory to move those photos to a camera group and mark the
group as Camera Station. It isimportant that for all the photosin a Camera Station group distances between
camera centers were negligibly small compared to the camera-object minimal distance. Photogrammetric

17



比較 : 挿入�

テキスト

"General workflow"



比較 : 置換�

テキスト

[旧 テキスト] :""add photos""

[新 テキスト] :"Add photos"
次の テキスト 属性は変更されました : 
   フォント



比較 : 挿入�

テキスト

"orthomosaicand"



比較 : 削除�

テキスト

"and orthomosaic"





General-workflow

processing will require at least two camera stations with overlapping photos to be present in a chunk.
However, it is possible to export panoramic picture for the data captured from only one camera station.
Refer to Exporting results section for guidance on panorama export.

Alternatively, camera group structure can be used to manipulate the image datain a chunk easily, e.g. to
apply (Disable/Enablefunctions to all the camerasin agroup at once.

To move photosto a camera group
1. Onthe Workspace pane (or Photos pane) select the photos to be moved.

2. Right-click on the selected photos and choose Move Cameras&New:Camera Group command from
the opened context menul.

3. A new group will be added to the active chunk structure and selected photos will be moved to that
group.

4. Alternatively selected photos can be moved to a camera group created earlier using Move Cameras
- Camera Group £ Group:name'command from the context menu.

To mark group as camera station, right click on the camera group name and select Set Group Type
command from the context menu.

Inspecting loaded images

L oaded images are displayed on the Workspace pane along with flags reflecting their status.
The following flags can appear next to the cameralabel:

NC (Not calibrated)
Notifies that the EXIF data available is not sufficient to estimate the camerafocal length. In this case
M etashape assumesthat the corresponding photo was taken using 50mm lens (35mm film equivalent).
If the actua focal length differs significantly from this value, manual calibration may be required.
More details on manual camera calibration can be found in the Camera calibration section.

NA (Not aligned)
Notifiesthat external cameraorientation parameters have not been estimated for the current image yet.

Images loaded to Metashape will not be aligned until you perform the next step - photos alignment.

E=
Notifies that Camera Station type was assigned to the group.

Scanned images

M etashape supports processing of scanned photos. All the scanned photos from the same analog camera
should be placed in a designated calibration group. Metashape will automatically put the photos in the
same calibration group, providing that they have been scanned to the images of the same resolution.

Toload scanned photos

L Add scanned photos to the project using =& Add Folder... command from the Workflow menu.

2. Inthe Add Folder dialog box browse to the parent folder containing subfolders with images. Then
click Select Folder button.

18



比較 : 削除�

テキスト

"General workflow"



比較 : 置換�

テキスト

[旧 テキスト] :"Disable/Enable"

[新 テキスト] :"disable/enable"



比較 : 置換�

テキスト

[旧 テキスト] :"- New"

[新 テキスト] :"-New"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"- Group_name"

[新 テキスト] :" -Group_name"
次の テキスト 属性は変更されました : 
   フォント



比較 : 挿入�

テキスト

"General workflow"





General-workflow

3. Click OK hutton to close the dialog. Display of images in Metashape window.

Read more in Scanned images section.

Multispectral imagery

M etashape supports processing of multispectral images saved as multichannel (single page) TIFF files.
The main processing stages for multispectral images are performed based on the primary channel, which
can be selected by the user. During orthomosaic export, all spectral bands are processed together to form
amultispectral orthomosaic with the same bands as in source images.

The overall procedure for multispectral imagery processing does not differ from the usual procedure for
normal photos, except the additional primary channel selection step performed after adding imagesto the
project. For the best results it is recommended to select the spectral band which is sharp and as much
detailed as possible.

To select primary channel

1. Add multispectral images to the project using Add Photos... command from the Workflow menu or
Add Photos toolbar button.

2. Select Multi-camera system data layout in the Add Photos dial og.
3. Sdlect Set Primary Channel... command from the chunk context menu in the Workspace pane.

4. Inthe Set Primary Channel dialog select the channel to be used as primary and click OK button.
Display of imagesin Metashape window will be updated according to the primary channel selection.

4 Note

e Set Primary Channel... command is available for RGB images as well. You can either indicate
only one channel to be used as the basis for photogrammetric processing or leave the parameter
value as Default for al three channels to be used in processing.

Multispectral orthomosaic export is supported in GeoTIFF format only. When exporting in other formats,
only primary channel will be saved.

Thermal images

M etashape supports processing of thermal images. Y ou can use datafrom AscTec ARA and WIRIS TIFF
cameras. The AscTec ARA camera file format is ARA. WIRIS supports TIFF format. Thermal images
contain information about object temperature.

Toload thermal images

1 Add thermal images to the project using & Add Folder... command from the Workflow menu.

2. Inthe Add Folder dialog box browse to the parent folder containing subfolders with images. Then
click Select Folder button.

3. Click OK hutton in dialog window, if you want to add Palette for images.
4. Select or create Palette for images in Raster Calculator dialog.

5. Click Apply button. The operation is compl eted.
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6. Click OK bhutton to close the dialog. Display of images in Metashape window.

Satellite images

Rigid

M etashape can process panchromatic and multispectral satelliteimages, provided that sufficiently accurate
Rational Polynomial Coefficients (RPC) datais available for each image.

RPC coefficients are loaded automatically if they are present in RPC coefficient image tag. Alternatively,
they can be loaded from supplementary rpc.txt or .rpb files (if available).

Toload satellite images

1. If RPC coefficients are provided in supplementary rpc.txt or .rpb files make sure that Load satellite
RPC data from auxiliary TXT files option is enabled in the Advanced tab of the Preferences dialog
before adding images to the project.

2. Add satdllite images to the project using Add Photos command from the Workflow menu.

3. Make sure that RPC coefficientswereil oaded correctly. To do this, check that Cameratypeis set to
RPC for all calibration groups in Camera Calibration dialog.

Satelliteimages often have very large resol ution and navigation in the Photo view may be slow. Metashape
can take advantage of multi resolution TIFF fileswith overviews, which greatly improve user experience.
If the available satellite images do not contain overviews, it is highly recommended to create them first.
This can done using Convert Images command from the Export submenu from the File menu.

To generate optimized TIFF images for faster navigation
1. Addoriginal imagesto an empty project as described in the previous procedure.
2. Select Convert Images... command from the File/Export menu.

3. Inthe Convert Images dialog make sure that Write tiled TIFF and Generate TIFF overviews options
areenabled. If yourimagesarelarger than 4GB you will also need to enable Write BigTIFFfileoption.

4. Make sure that Filename template isinitialized’to some reasonable value. The default {filename}:
{fileext} val ue should work in most cases.

5. Inthe Apply to section select All cameras and click OK button.

6. Inthe Select Folder dialog select a folder to save optimized images. It is recommended to select a
new empty folder for the images to make sure that original files are not overwritten.

7. Click Select Folder button to start conversion.

8. After conversion is complete generated images can be loaded into a new project for processing.

4 1 Note

Convert Images command automatically embeds RPC coefficients in the generated files, so it is
not necessary to copy auxiliary TXT files to the new images folder.

camerarigs

Metashape supports processing of multispectral datasets captured with multiple synchronized cameras
operating in different spectral ranges. In this case multiple images (planes) are available for each position
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and Metashape will estimate separate calibration for each plane aswell astheir relative orientation within
camerarig.

The default assumption is that synchronized cameras have the same position in space. In case distance
between the cameras cannot be neglected, it is possible for Metashape to calculate relative camera off set.
If offset parameters are known you can set them manually.

To calculaterelative camera offset for synchronized cameras
1. Select Camera Calibration command from the Tools menu.

2. Inthe left-hand part of the Camera Calibration dialog box select slave camera to calculate relative
offset for.

3. Switch to Slave offset tab.
4. Check Adjust location option.

5. Thedistancefor the active camerawill be calculated in relation to master camera - the camerawhose
images were loaded to the project first of all.

6. If needed repeat procedure for each slave camera.

To change master camera, you can use the corresponding command from the context menu of the camera
group displayed in the lefthand part of the Camera Calibration dialog.

Multiplane layout is formed at the moment of adding photos to the chunk. It will reflect the data layout
used to store image files. Therefore it is necessary to organize files on the disk appropriately in advance.
The following data layouts can be used with Metashape:

a All image planes from each position are contained in a separate multilayer image. The number of
multilayer images is equal to the number of camera positions.

b. Corresponding planes from all camera positions are contained in a separate subfolder. The number of
subfoldersisequal to the number of planes.

c. For a specia case of MicaSense cameras (MicaSense'RedEdge) Parrot (Sequoia);ino special layout
is required. In this case the arrangement of images into cameras and planes will be performed
automatically based on available meta data.

Once the data is properly organized, it can be loaded into Metashape to form multiplane cameras. The
exact procedure will depend on whether the multilayer layout (variant a), multifolder layout (variant b)
or if MicaSense datais used.

To set relative camera offset for synchronized cameras manually

1. Select Camera Calibration command from the Tools menu.

2. Intheleft-hand part of the Camera Calibration dialog box select slave camerato set up offset
3. Switch to Slave offset tab.

4. Check Enable reference option.

5. Set up therelative camera offset manually.

6. If needed repeat procedure for each slave camera.
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To change master camera, you can use the corresponding command from the context menu of the camera
group displayed in the lefthand part of the Camera Calibration dialog.

In case of rigid camera rigs variance of relative offset can be inspected in the GPS/INS Offset tab of
CameraCalibration dialog, seeVarirancecolumnzV al uesin theVarirfancecolumniare equal to squared
standard deviation of relative offset. Read more in Covariance matrix section.

To create a chunk from multilayer images

L Select Add Photos... command from the Workflow menu or click Add Photos toolbar button.

2. Inthe Add Photos dialog box browse to the folder containing multilayer images and select files to
be processed. Then click Open button.

3. Inthe Add Photos dialog select the data layout Multiscamerasystem'
4. Created chunk with multispectral cameras will appear on the Workspace pane.

When you create chunk with multispectral cameras from multilayer images you need to set up unique
Layer index for each slave band.

To set up unique Layer index for a slave band

1. Select Camera Calibration command from the Tools menu.
2. Check dave band in the left hand side menu.

3. Intheband tab set up unique Layer index.

4. If needed repeat procedure for each slave camera.

To create a chunk from multifolder layout

L Select @ Add Folder... command from the Workflow menu.

2. Inthe Add Folder dialog box browse to the parent folder containing subfolders with images. Then
click Select Folder button.

3. Inthe Add Photos dialog select the data layout Multi=camerasystem'

4. Created chunk with multispectral cameras will appear on the Workspace pane. The labels of the
multispectral cameras would be taken from the image filenames of the first image folder used.

To create a chunk from MicaSense data

L Select Add Photos... command from the Workflow menu or click Add Photos toolbar button.

2. Inthe Add Photos dialog box browse to the folder containing MicaSense images and select filesto
be processed. Then click Open button.

3. Inthe Add Photos dialog sel ect “Multi=camerasystem'

4. Created chunk with multispectral cameras will appear on the Workspace pane. The labels of the
multispectral cameras would be taken from the first band image filenames.
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After chunk with multispectral camerasis created, it can be processed in the same way as normal chunks.
For these chunks additional parameters allowing to manipulate the data properly will be provided where

appropriate.

Y ou can execute to the reflectance calibration of multispectral image data acquired using Rarrot (Sequoia
or'MicaSense RedEdge cameras. Read more in Vegetation indices cal cul ation section.

Video Data

M etashape allowsfor video data processing aswell, which can be beneficial for quick inspection scenarios,
for example. The video is to be divided into frames which will be further used as source images for 3D
reconstruction.

Toimport avideo file

Select Import Video... command from the File menu.

In the Import Video dialog you can inspect the video and set the output folder for the frames.
Set the filename pattern for the frames and indicate the frame extraction rate.

Y ou can import part of the video, specify the parameters: Start from and End at.

a A w NP

Click OK button for the frames to be automatically extracted and saved to the designated folder. The
images extracted from the video will be automatically added to the active chunk.

[{ Note

 In Metashape you can choose the automatic frame step (Small, Medium, Large), or set manually
(Customer).

After the frames have been extracted you can follow standard processing workflow for the images.

Aligning photos

Once photos are loaded into Metashape, they need to be aligned. At this stage M etashape finds the camera
position and orientation for @chphoterand buildsia sparse point cloud model:

Toalign a set of photos
1. Select Align Photos... command from the Workflow menu.
2. Inthe Align Photos dialog box select the desired alignment options. Click OK button when done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Alignment having been completed, computed camera positions and a sparse point cloud will be displayed.
You can inspect alignment results and remove incorrectly positioned photos, if any. To see the matches
between any two photos use View Matches... command from a photo context menu in the Photos pane.

Incorrectly positioned photos can be realigned.

Torealign a subset of photos

1. Reset dignment for incorrectly positioned cameras using Reset Camera Alignment command from
the photo context menu.
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2. Set markers (at least 4 per photo) on these photos and indicate their projections on at least two
photos from the already aligned subset. M etashape will consider these pointsto be true matches. (For
information on markers placement refer to the Setting coordinate system section).

3. Select photosto berealigned and use Align Sel ected Cameras command from the photo context menu.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

When the alignment step is completed, the point cloud and estimated camera positions can be exported
for processing with another software if needed.

Image quality

Poor input, e. g. vague photos, can influence alignment results badly. To help you to exclude poorly
focused images from processing M etashape suggests automatic image quality estimation feature. Images
with quality value of less than 0.5 units are recommended to be disabled and thus excluded from
photogrammetric processing, providing that the rest of the photos cover the whole scene to be

reconstructed. To disable a photo use @ Disable button from the Photos pane tool bar.

M etashape estimates image quality for each input image. The value of the parameter is calculated based
on the sharpness level of the most focused part of the picture.

To estimate image quality

1 Switch to the detailed view in the Photos pane using == Details command from the Change menu

on the Photos pane toolbar.
2. Select all photos to be analyzed on the Photos pane.

3. Right button click on the selected photo(s) and choose Estimate Image Quality command from the
context menu.

4. Once the analysis procedure is over, a figure indicating estimated image quality value will be
displayed in the Quality column on the Photos pane.

Alignment parameters

The following parameters control the photo alignment procedure and can be modified in the Align Photos
dialog box:

Aceuracy
Higher accuracy settings help to obtain more accurate camera position estimates. Lower accuracy
settings can be used to get the rough camera positions in a shorter period of time.

While at High accuracy setting the software workswith the photos of the original size, Medium setting
causes image downscaling by factor of 4 (2 times by each side), at Low accuracy source files are
downscaled by factor of 16, and Lowest value means further downscaling by 4 times more. Highest
accuracy setting upscales the image by factor of 4. Since tie point positions are estimated on the
basis of feature spots found on the source images, it may be meaningful to upscale a source photo
to accurately localize atie point. However, Highest accuracy setting is recommended only for very
sharp image data and mostly for research purposes due to the corresponding processing being quite
time consuming.
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Generic preselection
The alignment process of large photo sets can take a long time. A significant portion of this time
period is spent on matching of detected features across the photos. Image pair presel ection option may
speed up this process due to selection of a subset of image pairs to be matched.

Inthe Generi c presel ecti on mode the overlapping pairs of photos are selected by matching
photos using lower accuracy setting first.

[ Note

UsingReference preselectionimode@sseparated optionfits bestincase@fionly few eemmon
pointsfoundonaignmentstage, it may happenifor example when-processing-aerial sunveysof
forested areas or crop fields.

Reference preselection
In theSour ce preselectionmode the overlapping pairs of photos are sel ected based on the measured
cameralocations (if present). For obliqueimagery it is necessary to set(Groundaltitudeval ue (average
ground height in the same coordinate system which is set for camera coordinates data) in the Settings
dialog of the Reference pane to make the preselection procedure work efficiently. (Groundaltitude
information must be accompanied with yaw, pitch, roll/omega, phi, kappa datafor cameras. Rotation
parameters should be input in the Reference pane.

Inthe EStiirmat ed preselectionmode the aligntakesinto account the cal cul ated Valuesofitheexternal
orientationof the camera. That is, if you have a project with an adjustment performed, the values that
wereobtained'will be takeniinteraccountwhen yourun it/again:

When using(Sequentiiralpreselection'mode the correspondence between thefphotosis determined
according to the sequence of photos (the sequence number of the image) it is worth noting that with
this adjustment, the first with the |ast (picturewill also be compared.

Reset current alignment
If thisoption is checked, all thetie, and key, and matching points will be discarded and the alignment
procedure will be started from the very beginning.

Additionally the following advanced parameters can be adjusted.

Key point limit
The number indicates upper limit of feature points on every image to be taken into account during
current processing stage. Using zero value allows Metashape to find as many key points as possible,
but it may result in a big number of lessreliable points.

Tiepoint limit
The number indicates upper limit of matching points for every image. Using zero value doesn't apply
any tie point filtering.

Apply mask to

If appl y mask to key (poitnt'sioptionis selected, areas previously masked on the photos are
excluded from feature detection procedure. Apply nask to tie points option means that
certain tie points are excluded from alignment procedure. Effectively thisimpliesthat if some areaiis
masked at |east on asingle photo, relevant key points on the rest of the photos picturing the same area
will be also ignored during alignment procedure (atie point is a set of key points which have been
matched as projections of the same 3D point on different images). This can be useful to be able to
suppress background in turntable shooting scenario with only one mask. For additional information
on the usage of masks please refer to the Using masks section.

Guided image matching
This option allows to findiadditionalsmatchesfor high-resolutionimages:

25



比較 : 削除�

テキスト

"General workflow"



比較 : 置換�

テキスト

[旧 テキスト] :"Referencepreselection"

[新 テキスト] :"only Referencepreselection"



比較 : 置換�

テキスト

[旧 テキスト] :"as separated option"

[新 テキスト] :"without Genericpreselection"



比較 : 置換�

テキスト

[旧 テキスト] :"in"

[新 テキスト] :"the"



比較 : 置換�

テキスト

[旧 テキスト] :"of"

[新 テキスト] :"when"



比較 : 挿入�

テキスト

"a"



比較 : 置換�

テキスト

[旧 テキスト] :"common"

[新 テキスト] :"tie"



比較 : 置換�

テキスト

[旧 テキスト] :"found on alignment"

[新 テキスト] :"are detected during the image matching"



比較 : 置換�

テキスト

[旧 テキスト] :"happen"

[新 テキスト] :"happen, for example,"



比較 : 削除�

テキスト

"example when processing"



比較 : 置換�

テキスト

[旧 テキスト] :"survey"

[新 テキスト] :"surveys"



比較 : 置換�

テキスト

[旧 テキスト] :"Sourcepreselection"

[新 テキスト] :"Sourcepreselection"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"In"

[新 テキスト] :"Then the preselection based on the new 3Dpoints calculated as original 3D point and vector in the direction of the camera view with the lengthequal to"



比較 : 置換�

テキスト

[旧 テキスト] :"Estimatedpreselection"

[新 テキスト] :"input Capture Distance value.The Estimatedpreselection"



比較 : 削除�

テキスト

"the align"



比較 : 置換�

テキスト

[旧 テキスト] :"values of the external"

[新 テキスト] :"exterior"



比較 : 置換�

テキスト

[旧 テキスト] :"of"

[新 テキスト] :"parametersfor"



比較 : 置換�

テキスト

[旧 テキスト] :"camera."

[新 テキスト] :"aligned cameras."



比較 : 置換�

テキスト

[旧 テキスト] :"you have a project with an adjustment performed,"

[新 テキスト] :"the alignment operation has been already completed for the project,"



比較 : 置換�

テキスト

[旧 テキスト] :"values thatwere obtained"

[新 テキスト] :"estimated camera locations"



比較 : 置換�

テキスト

[旧 テキスト] :"taken into account"

[新 テキスト] :"considered"



比較 : 置換�

テキスト

[旧 テキスト] :"you"

[新 テキスト] :"the Align Photos procedure is"



比較 : 置換�

テキスト

[旧 テキスト] :"it again."

[新 テキスト] :"again withthe Estimated Reference preselection selected."



比較 : 挿入�

テキスト

"General workflow"



比較 : 置換�

テキスト

[旧 テキスト] :"pointsoption"

[新 テキスト] :"pointsoption"
次の テキスト 属性は変更されました : 
   フォント



比較 : 挿入�

テキスト

"Exclude stationary tie pointsExcludes tie points that remain stationary across multiple different images. This option enablesalignment without masks for datasets with a static background, e.g. in a case of a turntable with afixed camera scenario. Also enabling this option will help to eliminate false tie points related to thecamera sensor or lens artefacts."



比較 : 置換�

テキスト

[旧 テキスト] :"find additional matches"

[新 テキスト] :"generate the excessive number of tie points"



比較 : 挿入�

テキスト

"the extra high resolution images(captured by professional grade cameras, satellites or acquired by"



比較 : 置換�

テキスト

[旧 テキスト] :"images."

[新 テキスト] :"scanning of thearchival aerial images)."



比較 : 置換�

テキスト

[旧 テキスト] :"Ground altitude"

[新 テキスト] :"Capture distance"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"Ground altitude"

[新 テキスト] :"Capturedistance"



比較 : 置換�

テキスト

[旧 テキスト] :"Sequentialpreselection"

[新 テキスト] :"Sequentialpreselection"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"photos"

[新 テキスト] :"images"



比較 : 置換�

テキスト

[旧 テキスト] :"picture"

[新 テキスト] :"images in the sequence"





General-workflow

Adaptive camera model fitting

This option enables automatic selection of camera parametersto beincluded into adjustment based on
their reliability estimates. For data sets with strong camera geometry, like images of a building taken
from all the sides around, including different levels, it helps to adjust more parameters during initial
camera alignment. For data sets with weak camera geometry , like atypical aeria data set, it helps
to prevent divergence of some parameters. For example, estimation of radial distortion parameters
for data sets with only small central parts covered by the object is very unreliable. When the option
is unchecked, Metashape will refine only the fixed set of parameters. focal length, principal point
position, three radial distortion coefficients (K1, K2, K3) and two tangential distortion coefficients
(P1, P2).

4 Note

< Tie point limit parameter allows to optimize performance for the task and does not generally
effect the quality of the further model. Recommended valueis4000. Too high or too low tie point
limit value may cause some parts of the dense point cloud model to be missed. The reason isthat
M etashape generates depth maps only for pairs of photos for which number of matching pointsis
abovecertain limit. Thislimit equalsto 100 matching points, unless moved up by thefigure"10%
of the maximum number of matching points between the photo in question and other photos,
only matching points corresponding to the area within the bounding box being considered.”

« The number of tie points can be reduced after the alignment process with Tie Points&ThiniPoint
Cloud command available from Tools menu. As aresults sparse point cloud will be thinned, yet
the alignment will be kept unchanged.

Incremental image alignment

In case some extra images should be subaligned to the set of already aligned images, you can benefit
from incremental image alignment option. To make it possible, two rules must be followed: 1) the scene
environment should not have changed significantly (lighting conditions, etc); 2) do not forget to switch on
Keep key points option in the Preferences dialog, Advanced tab BEFORE the whole processing is started.

To subalign some extra images added to the chunk with already aligned set of
images

1. Add extraphotos to the active chunk using Add photos command from the Workflow menu.
2. Open Align photos dialog from the Workflow menu.

3. Set alignment parameters for the newly added photos. IMPORTANT! Uncheck Reset alignment
option.

4. Click OK. Metashapewill consider existing key pointsand try to match them with key points detected
on the newly added images.

Point cloud generation based on imported camera data

M etashape supportsimport of external and internal camera orientation parameters. Thus, if precise camera
data is available for the project, it is possible to load them into Metashape along with the photos, to be
used asinitial information for 3D reconstruction job.

Toimport external and internal camera parameters

1. Select Import Cameras command from the File menu.
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2. Select the format of the file to be imported.
3. Browsetothefile and click Open button.

4. The datawill be loaded into the software. Camera calibration data can be inspected in the Camera
Calibration dialog, Adjusted tab, available from Tools menu. If theinput file contains some reference
data (camera position datain some coordinate system), the datawill be shown on the Reference pane,
View Estimated tab.

Cameradata can beloaded in one of the following formats: Agisoft (*.xml), BINGO (*.dat), Inpho Project
File (*.prj), Blocks Exchange (*.xml), Bundler (*.out), Autodesk FBX (*.fbx), VisionMap Detailed Report
(*.txt), Realviz RZML (*.rzml), Alembic (*.abc).

Once the data is loaded, Metashape will offer to build point cloud. This step involves feature points
detection and matching procedures. As aresult, a sparse point cloud - 3D representation of the tie-points
data, will be generated. Build Point Cloud command is available from Tool s&TiePoints menu. Parameters
controlling Build Point Cloud procedure are the same as the ones used at Align Photos step (see above).

Building dense point cloud

M etashape allows to (generate and visualize'a dense point cloud imodel"Basedon the estimated camera
positionsithe (programi calculatesidepth informationifor each camera to elcombined intoasingledense
point €loud:*M etashape tends to produce extra dense point clouds, which are of almost the same density,
if not denser, as LIDAR point clouds. A dense point cloud can be edited and classified within Metashape
environment and used as abasisfor such processing stagesas Build Mesh, Build DEM, Build Tiled Model.
Alternatively, the point cloud can be exported to an external tool for further analysis.

To build adense point cloud

1 Check the reconstruction volume bounding box. To adjust the bounding box use the Resize
Region, “ Move Region and 2?’ Rotate Region toolbar buttons. To resize the bounding box, drag
corners of the box to the desired positions; to move - hold the box with the left mouse button and
drag it to the new location.

2.  Select the Build Dense Cloud... command from the Workflow menu.

3. Inthe Build Dense Cloud dialog box select the desired reconstruction parameters. Click OK button
when done.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

4 Note

» More than one instance of Dense cloud can be stored in one chunk. In case you want to save
current Dense cloud instance and build new onein current chunk, right-click on Dense cloud and
uncheck ¢*Setas @efault*“option. In case you want to save current Dense cloud instance and edit
its copy, right-click on Dense cloud and choose{Duplicate" option.

Reconstruction parameters

Quality
Specifiesthe desiredreconstructionquality:Higher quality settings can be used to obtain more detailed
and accurate geometry, but they require longer time for processing. Interpretation of the quality
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parameters here is similar to that of accuracy settings given in Photo Alignment section. The only
difference is that in this case Ultra High quality setting means processing of original photos, while
each following step implies preliminary image size downscaling by factor of 4 (2 times by each side).

Additionally the following advanced parameters can be adjusted.

Depth filtering modes
At the stage of dense point cloud generation reconstruction M etashape cal culates depth mapsfor every
image. Due to some factors, like noisy or badly focused images, there can be some outliers among
the points. To sort out the outliers Metashape has several built-in filtering algorithms that answer the
challenges of different projects.

If there are important small details which are spatially distinguished in the scene to be
reconstructed, then it is recommended to set M | d depth filtering mode, for important features
not to be sorted out as outliers. This value of the parameter may also be useful for aerial projects
in case the area contains poorly textured roofs, for example. M | d depth filtering mode is also
required for the depth maps based mesh reconstruction.

If the area to be reconstructed does not contain meaningful small details, then it is reasonable
to choose Aggr essi ve depth filtering mode to sort out most of the outliers, Thisvalueof
the parameter normally recommended for aerial data processing, however, mild filtering may be
useful in some projects as well (see poorly textured roofs comment in the mild parameter value
description above).

Moder at e depth filtering mode brings results that are in between the Mild and Aggressive
approaches. Y ou can experiment with the setting in case you have doubts which mode to choose.

Additionally depth filtering can be Di sabl ed. But this option is not recommended as the
resulting dense cloud could be extremely noisy.

The filtering modes control noise filtering in the raw depth maps. This is done using a connected
component filter which operates on segmented depth maps based on the pixel depth values. The
filtering preset control a maximum size of connected components that are discarded by the filter.

4 Note

 Stronger filter presets remove more noise, but also may remove useful information in case there
are small and thin structures in the scene.

Reuse depth maps
Depth maps available in the chunk can be reused for the dense cloud generation operation. Select
respective Quality and Depth filtering parameters values (see info next to Depth maps label on the
Workspace pane) in Build Dense Cloud dialog and then check Reuse depth maps option.

Calculate point colors
This option can be unchecked in case the points color is not of interest. This will allow to save up
processing time.

Calculate point confidence
If the option is enabled, the Metashape will count how many depth maps have been used to generate
each dense cloud point. This parameter can used for dense cloud filtering (see Editing point cloud).

Import point cloud

Metashape alows to import a point cloud to be interpreted at further processing stages as a dense
point cloud. If you want to upload a dense point cloud got from some external source (photogrammetry
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technology, laser scanning, etc), you can use Import points command from the File menu. In the Import
points dialog browse to afile in one of the supported formats and click Open button.

Dense point cloud can beimportedin one of thefollowing formats: Wavefront OBJ, Stanford PLY , ASPRS
LAS, LAZ, ASTM E57, ASCII PTS.

Building mesh

Mesh based on point cloud data

Metashape can reconstruct polygonal mesh model based on the point cloud information (Dense Cloud,
Sparse Cloud, Point Cloud @ploadedfrom external source) or based on the depth maps data.

To build amesh

1

Check the reconstruction volume bounding box. If the model has aready been referenced, the
bounding box will be properly positioned automatically. Otherwise, it is important to control its
position manually.

To adjust the bounding box manually, use the Resize Region, % Move Region and g?’ Rotate
Region toolbar buttons. Rotate the bounding box and then drag corners of the box to the desired
positions Eonlydpart of the scene inside the bounding box will be reconstructed. If the Hei ght
flirelrd reconstruction'method is to be applied, it isimportant to control the position of the red side
of the bounding box: it defines reconstruction plane. In this case make sure that the bounding box
is correctly oriented.

2. Select the Build Mesh... command from the Workflow menu.

3. Inthe Build Mesh dialog box select the desired reconstruction parameters. Click OK button when
done.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

4 Note

» More than one instance of Mesh can be stored in one chunk. In case you want to save current
Mesh instance and build new one in current chunk, right-click on Mesh and uncheck #Setbas
default™option. In case you want to save current Mesh instance and edit its copy, right-click on
Mesh and choose(Duplicate" option.

Reconstruction'parameters

Metashape supports severa reconstruction methods and settings, which help to produce optimal
reconstructions for a given data set.

Source data

Sparse cl oud can be used for fast 3D model generation based solely on the sparse point
cloud:Dense™ cl oud setting will result in longer processing time but will generate high quality
output based on the previously reconstructed dense point €loud:Depth™ maps setting allows to
use al the information from the input images more effectively and is less resource demanding
compared to the dense cloud based reconstruction. The optionisrecommended to beused for Arbitrary
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surface type reconstruction, unless the workflow used assumes dense cloud editing prior to the mesh
reconstruction.

Surfacetype
Ar bi trary surface type can be used for modeling of any kind of object. It should be selected for
closed objects, such as statues, buildings, etc. It doesn't make any assumptions on the type of the object
being model ed, which comes at a cost of higher memory consumption:Heirght fiireld surfacetype
is optimized for modeling of planar surfaces, such as terrains or basereliefs. It should be selected for
aerial photography processing as it requires lower amount of memory and allows for larger data sets
processing.

Quality

Specifies the desired reconstruction quality of the depth maps, providing that they are selected as a
source option. Higher quality settings can be used to obtain more detailed and accurate geometry, but
they require longer time for the processing. Interpretation of the quality parameters hereis similar to
that of accuracy settings given in Photo Alignment section. The only difference is that in this case
Ultra High quality setting means processing of origina photos, while each following step implies
preliminary image size downscaling by factor of 4 (2 times by each side). For depth maps based mesh
generation Mild filtering option is@sed;unless Reuse depth maps option is enabl ed.

Face count

Specifiesthe maximum number of polygonsinthefinal mesh. Suggested values (High, Medium, Low)
present optimal number of polygonsfor amesh of acorresponding level of detail. For the dense cloud
based reconstruction they are cal culated based on the number of pointsin the source dense point cloud:
theratio is 1/5, 1/15, and 1/45 respectively. It is still possible for a user to indicate the target number
of polygonsin the final mesh through the Custom value of the Face count parameter. Please note that
while too small number of polygonsis likely to result in too rough mesh, too huge custom number
(over 10 million polygons) islikely to cause model visualization problemsin external software.

Additionally the following advanced parameters can be adjusted.

I nter polation (foer-peint-cloud-source-options-onty)

If interpolation mode is Di sabl ed it leads to accurate reconstruction results since only areas
corresponding to dense point cloud points are reconstructed. Manual holefilling isusually required at
the post processing step.With Enabl ed (defraulit)rinterpolationimode M etashape will interpolate
some surface areas within acircle of acertain radius around every dense cloud point. Asaresult some
holes can be automatically covered. Y et some holes can still be present on the model and are to be
filled at the post processing step. In Ext r apol at ed mode the program generates holeless model
with extrapolated geometry. Large areas of extra geometry might be generated with this method, but
they could be easily removed later using selection and cropping tools.

Point classes
Specifies the classes of the dense point cloud to be used for mesh generation. For example, select
only #Ground'Paints™to produce aDTM as opposed to aDSM. Preliminary Classifying dense ¢loud
peints procedure should be performed for this option of mesh generation to be active. Option isnot
applicable todepthimapsiand sparse cl oud based reconstruction.

Calculate vertex colors
If source datathaveicolor information for the(points; you can optionally cal cul ate Wertexicolors:

Use strict volumetric masking
When this option is enabled, space volume covered with mask from at least one photo will be
suppressed. Each mask is strict - so you should use them as little as possible to prevent accidental
suppressing some surface parts. Each mask al so makes mesh reconstruction slower. For example strict
volumetric masks are useful to suppress noise between fingers by masking space between them from
single camera. Also this is useful to suppress textureless background stuck to object contours - by
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masking out background from single camera. For additional information on the usage of masks please
refer to the Using masks section. The option is only applicable for the Depth Maps source option
selected.

Reuse depth maps
If available depth maps should be reused for mesh generation, select respective Quality (seeinfo next
to Depth maps|abel on the Workspace panein the chunk's contents) and then check Reuse depth maps
option. The option is applicable to the depth maps based reconstruction method only.

4 Note

e Metashape tends to produce 3D models with excessive geometry resolution, so it may be
reasonable to perform mesh decimation after geometry computation. More information on mesh
decimation and other 3D model geometry editing tools is given in the Editing model geometry
section.

Building model texture

Color calibration

If the lighting conditions have been changing significantly during capturing scenario, it is recommended
to use(Calibrate’colorstoption from the Tools menu before Build texture procedure. The option can help
to even brightness and white balance of the images over the data set. Please note that for large data sets
Cadlibrate colors procedure can turn out to be quite time consuming.

To calibrate colors
1. Select Cdibrate colors... command from the Tools menu.

2. Select the desired colors calibration parameters in the Calibrate colors dialog box. Click OK button
when done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Color calibration parameters

Sour ce data
Defines what data should be taken as the basis for overlapping areas estimation.
Spar se Elmoud=the quickest yet the roughest estimation available.

Model - gives more precise results, but only on condition that the surface is detailed enough. This
parameter value is the recommended one if the aim is to calibrate colors to improve the quality of
the model texture.

DEM=isareasonable alternative totModelvaluefor large datasetswhenit is not feasibleto reconstruct
solid polygona model (mesh).

Calibrate white balance
Additional option to be switched on if white balance should be evened as well.

Build Texture

The texture feature allows to build different types of textures for amodel.
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To generate 3D mode texture
1. Select Build Texture... command from the Workflow menu.

2. Select the desired texture generation parameters in the Build Texture dialog box. Click OK button
when done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Texture gen eration param eters
The following parameters control various aspects of texture atlas generation:

Texturetype
Di f f use mapmthe basic texture that stores the colors of the model surface.

Nor mal mapstextureto calculate theillumination of partsef-the model from different light sources:

Cccl usi on nap ssastexture that contains pre-calculated shading information from background
lighting.

Sour ce data
Ismaiges=build a color map based on the aligned images of the model or transferifrom another model
with an-already buildicol or map.

3D model==the normal gnapican be built@nlyzon another model and the relief of the model specified
in theparametenwill be transferred to the current model.

Mapping mode
The texture mapping mode determines how the object texture will be packed in the texture atlas.
Proper texture mapping mode selection helps to obtain optimal texture packing and, consequently,
better visual quality of the final model.

The default mode is the(@nerircimappingimode; it alows to parametrize texture atlas for arbitrary
geometry. No assumptions regarding the type of the scene to be processed are made; program tries
to create as uniform texture as possible.

In the Ot hophot o mapping mode the whole object surface is textured in the orthographic
projection. The Ot hophot 0 mapping mode produces even more compact texture representation
than the Adapt i ve @rtthophotiormodeat the expense of texture quality in vertical regions.

In the Adapti ve orthophot o mapping mode the object surface is split into the flat part and
vertical regions. Theflat part of the surfaceistextured using the orthographic projection, whilevertical
regions are textured separately to maintain accurate texture representation in such regions. When in
the Adapti ve orthophot o mapping mode, program tends to produce more compact texture
representation for nearly planar scenes, while maintaining good texture quality for vertical surfaces,
such aswalls of the buildings.

Spherircal mappingmode is appropriate only to acertain class of objectsthat have aball-likeform.
It allows for continuous texture atlas being exported for this type of objects, so that it is much easier
to edit it later. When generating texture in Spherical mapping mode it is crucial to set the Bounding
box properly. The whole model should be within the Bounding box. The red side of the Bounding
box should be under the model; it defines the axis of the spherical projection. The marks on the front
side determine the O meridian.

The Si ngl e (fmages mappingimode alows to generate texture from a singlephotosThephotoito
be used for texturing can be selected from Texture from' list.
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The Keep uv mapping mode generates texture atlas using current texture parametrization. It can
be used to rebuild texture atlas using different resolution or to generate the atlas for the model
parametrized in the external software.

Blending mode (not used in Single camera mapping mode)
Selectstheway how color values of pixelsfrom different cameraswill be combined inthefinal texture.

Vbsairem=implies two-step approach: it does blending of low frequency component for overlapping
images to avoid seamline problem (weighted average, weight being dependent on a number of
parameters including proximity of the pixel in question to the center of the image), while high
frequency component, that isin charge of picture details, is taken from a single image - the one that
presents good resolution for the area of interest while the camera view is ailmost along the normal to
the reconstructed surface in that point.

Aver age =suisessthe weighted average value of all pixels from individual photos, the weight being
dependent on the same parametersthat are considered for high frequency component in mosaic mode.

Max (Entrensinty=ithephotowhich has maximum intensity of the corresponding pixel is selected.
M n @entrensintys=ithephotawhich has minimum intensity of the corresponding pixel is selected.

Di sabl ed - thejphetaito take the color value for the pixel from is chosen like the one for the high
frequency component in mosaic mode.

Texturesize/ count
Specifies the size (width & height) of the texture atlas in pixels and determines the number of files
for texture to be exported to. Exporting texture to severa files allows to archive greater resolution of
the final model texture, while export of high resolution texture to a single file can fail due to RAM
limitations.

Multi-page texture atlas generation is supported for Generic mapping mode only and Keep UV option,
if the imported model contains proper texture layout.

Additionally the following advanced parameters can be adjusted.

Enable holefilling
Thisoption is enabled on default since it helps to avoid salt-and-pepper effect in case of complicated
surface with numerous tiny parts shading other parts of the model. Only in case of very specific tasks
might it be recommended to switch the function off.

Enable ghosting filter
In case the scene includes some thin structures or moving objects which failed to be reconstructed
as part of polygona model, it can be useful to switch on this option to avoid ghosting effect on the
resulting texture.

4 Note

* HDR texture generation requires HDR photos on input.

Improving texture quality

To improve resulting texture quality it may be reasonable to exclude poorly focused images from
processing at thisstep. M etashape suggests automatic image quality estimation feature. Imageswith quality
value of less than 0.5 units are recommended to be disabled and thus excluded from texture generation

procedure. To disable@photoiuse ' Disable button from the Photos pane toolbar.
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Metashape estimates image quality as a relative sharpness of the (photoiwith respect to other images in
the data set. The value of the parameter is calculated based on the sharpness level of the most focused
part of the picture.

Y ou can improve the texture using the Remove Lighting tool. Read more in(Removelighting section of
the Manual for details.

To estimate image quality
1.

Switch to the detailed view in the Photos pane using == Details command from the Change menu
on the Photos pane toolbar.

2. Select al (photosto be analyzed on the Photos pane.

3. Right button click on the selected photo(S)rand choose Estimate Image Quality command from the
context menu.

4. Once the analysis procedure is over, a figure indicating estimated image quality value will be
displayed in the Quality column on the Photos pane.

Building tiled model

Hierarchical tiles format is a good solution for city scale modeling. It allows for responsive visualization
of large area 3D models in high resolution. The tiled model can be either opened in Metashape itself or
with Agisoft Viewer - acomplementary tool included in Metashape installer package, or with some other
external application which supports a hierarchical tiles format.

Tiled model is build based on dense point cloud, mesh or depth maps data. Hierarchical tiles are textured
from the source imagery.

4 Note

» Build Tiled Model procedure can be performed only for projects saved in .PSX format.

» More than one instance of Tiled Model can be stored in one chunk. In case you want to save
current Tiled Model instance and build new onein current chunk, right-click on Tiled Model and
uncheck Setlas default*foption. In case you want to save current Tiled Model instance and edit
its copy, right-click on Tiled Model and choose(Duplicate"option.

To build atiled model

1. Check the reconstruction volume bounding box - tiled model will be generated for the area within
bounding box only. To adjust the bounding box use the @ Move Region, Resize Region and
2?’ Rotate Region toolbar buttons. Rotate the bounding box and then drag corners of the box to the
desired positions.

2. Select the Build Tiled Model... command from the Workflow menu.

3. Inthe Build Tiled model dialog box select the desired reconstruction parameters. Click OK button
when done.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.
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Reconstruction parameters

Sour ce data
Dept'hmaps:Recommendedifor large projects when Build Mesh procedure is not feasible due to
processing time and result management issues.

Dense cl oud. Can be used as an alternative to the depth maps based option in case the dense
cloud has been already generated for any other purposes, whereas the depth maps are not stored in the
project or have been generated with the filtering option different from Mild.

Mesh. Allowsto keep al the details in the tiled model if a very detailed mesh has been generated
previously.

Pixel size (m)
Suggested value shows automatically estimated pixel size due to input imagery effective resolution.
It can be set by the user in meters.

Tilesize
Tile size can be set in pixels. For smaller tiles faster visualization should be expected.

Face count
Suggested values (High, Medium, Low) present optimal number of polygons for atiled model block
of acorresponding level of detail. Itisstill possiblefor auser to indicate the target number of polygons
in the final mesh through the Custom value of the Face count parameter.

Quality

Specifies the desired reconstruction quality of the depth maps, providing that they are selected as a
source option. Higher quality settings can be used to obtain more detailed and accurate geometry, but
they require longer time for the processing. Interpretation of the quality parameters hereis similar to
that of accuracy settings given in Photo Alignment section. The only difference is that in this case
Ultra High quality setting means processing of origina photos, while each following step implies
preliminary image size downscaling by factor of 4 (2 times by each side). For depth maps based tiled
model generation Mild filtering option is used, unless Reuse depth maps option is enabled.

Additionally the following advanced parameters can be adjusted.

Transfer model texture
If there is a textured mesh model in the chunk, its texture can be reused for the tiled model texture
generationinstead of sourceimages. Theoptionisonly availableif Meshis selected asa Source option
for the tiled model generation.

Enable ghosting filter
In case the scene includes some thin structures or moving objects which fails to be reconstructed as
part of polygona model, it can be useful to enable this option to avoid ghosting effect on the resulting
texture.

Reuse depth maps
Depth maps available in the chunk can be reused for the tiled model generation operation. Select
respective Quality and Depth filtering parameters values (see info next to Depth maps label on the
Workspace pane) in Build Tiled Model dialog and then check Reuse depth maps option. The option
isonly available if Depth maps are selected as a Source option for the tiled model generation.

Import Tiled Model

In Metashape you can add atile model to a project using Import Tile Model command from the File menu.
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Tiled model can be imported in oneof the Agisoft Tiled Model format.

Building digital elevation model

Metashape allows to generate and visualize adigital elevation model (DEM). A DEM represents a surface
model"as)a regular @ridiof height'valueshDEM can be rasterized from a dense point cloud, a sparse
peint-cloud, depth imapsoramesh: Most accurate resultsare calculated based on dense point cloud data:
M etashape enables to performDEM=based point, distance, areg, volumemeasurementsias well as generate
cross-sections for apart of the scene sel ected by theuser. (Additionally; contour linescanibecalculatedfor
the model and depicted either over DEM or Orthomosaic in Ortho view within M etashape environment.
More information on measurement functionality can be found in Performing measurements on DEM
section.

4  Note

» Build DEM procedure can be performed only for projects saved in .PSX format.

« DEM can be calculated for referenced or scaled projects only. So make sure that you have set
a coordinate system for your model or specified at least one reference distance before going to
build DEM operation. For guidance on Setting coordinate system please go to Setting coordinate
system

« More than one instance of DEM can be stored in one chunk. In case you want to save curent
DEM instance and build new one in current chunk, right-click on DEM and uncheck #Seflas
default*toption. In case you want to save current DEM instance and edit its copy, right-click on
DEM and choose('Duplicate" option.

DEM iscalculated for the part of the model within the bounding box. To adjust the bounding box use the

% Resize Region and % Rotate Region toolbar buttons. Rotate the bounding box and then drag corners
of the box to the desired positions.

To build DEM

1. Select the Build DEM... command from the Workflow menu.

2. IntheBuild DEM diaog box set Coordinate system for the DEM, or choose the projection type.
3. Select source datafor DEM rasterization.

4. Click OK button when done.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Parameters

Projection type
Geogr aphi ¢ @allowsito choose a geographic coordinate system from the dropdown list or upload
parameters of a customized geographical coordinate system. The coordinate system set by default
is the coordinate system previously selected for the model itself. Y ou can switch to a different one,
providing that corresponding datum transformation parameters are available.
Plranar " Metashape allows to project DEM onto a plane set by the user. Y ou can select projection
plane and orientation of the resulting DEM. The plane can be determined by a set of markers (if there
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areno 3 markersin adesired projection planeit can be specified with 2 vectors, i. €. 4 markers). Planar
projection type may be useful for DEM generation in projects concerning facades, for example.
Cylindrical @m@lowsito project DEM on a cylindrical surface. In this case height value is
calculated as the distance from the model surface to the cylindrical surface. Refer to Building
orthomosaic section to see the options.

Sour ce data
It is recommended to calculate DEM based on Dense (@lioud data;as this option allows to perform
the point classification and surface generation based on the certain classes only. If the classification
is not required and the dense cloud is not needed by the task requirements, Dept hs (VRpS optionis
recommended. Preliminary elevation dataresults can be generated fromaSpar se C oud, avoiding
Build Dense Cloud step for time limitation reasons. Meshiand'Ti | ed (Vbdelroptionsican be used,
if DEM should follow the polygonal model precisely or dense cloud has not been reconstructed.

Quality
Specifies the desired reconstruction quality of the depth maps, providing that they are selected as a
source option. Higher quality settings can be used to obtain more detailed and accurate geometrysbut
they require longer time for the processing. Interpretation of the quality parameters here is similar to
that of accuracy settings given in Photo Alignment section. The only difference is that in this case
Ultra High quality setting means processing of origina photos, while each following step implies
preliminary image size downscaling by factor of 4 (2 times by each side).

Interpolation
If interpolation mode is Di sabl ed it leads to accurate reconstruction results since only areas
corresponding to point cloud or polygonal points are reconstructed. Usualy this method is
recommended for Mesh and Tiled Model data source.

With Enabl ed ((defiaulit)rinterpolation'mode M etashape will calculate DEM for all areas of the
scene that are visible on at least one image. Enabl ed (defaul t) setting is recommended for
DEM generation.

In Ext r apol at ed mode the program generates holeless model with some elevation data being
extrapolated up to the bounding box extents.

Point classes
The parameter alows to select a point class (classes) that will be used for DEM cal cul ation.

To generate digital terrain model (DTM)), it is necessary to classify dense cloud points first in order to
divide them in at least two classes: ground points and the rest. Please refer to Classifying dense ¢loud
peints section to read about dense point cloud classification options. Select Ground value for Point class
parameter in Build DEM dialog to generate DTM.

M etashape generates DEM only for the area inside the bounding box. To calculate DEM for a particular
rectangular part of the project, use Region section of the Build DEM dialog. Indicate coordinates of the
bottom left and top right corners of the region you would like to build the DEM for. Suggested values
indicate coordinates of the bottom left and top right corners of the whole area to be rasterized, the area
being defined with the bounding box.

Resolution value shows effective ground resolution for the DEM estimated for the source data. Size of the
resulting DEM, calculated with respect to the ground resolution, is presented in Total size section fields.

Building orthomosaic

Orthomosaic isgenerated based on aerial or satelliteimagery. Orthomosaic is obtained by orthorefication
of the@riginalimages:M etashape enables to perform orthomosai ¢ seamline editing for better visual results
(see Orthomosaic seamlines editing section of the manual).
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For multispectral imagery processing workflow Ortho view tab presents Raster Calculator tool for NDVI
and other vegetation indices calculation to analyze crop problems and generate prescriptions for variable
rate farming equipment. More information on NDV | calculation functionality can be found in(Perferming
measurements on 3D model section.

£ Note

 Build Orthomosaic procedure can be performed only for projectssavedin .PSX format for chunks
with the existing mesh or DEM.

< More than one instance of Orthomosaic can be stored in one chunk. In case you want to save
current Orthomosaic instance and build new one in current chunk, right-click on Orthomosaic
on the Workspace pane and uncheck ¢Setvas defaultoption. In case you want to save current
Orthomosaic instance and edit its copy, right-click on Orthomosaic and choose (‘Duplicate"
option.

* Inthe Ortho view a Basemap for the orthophotomosai c can be included as a bottom layer. Select
Show Basemap from the Ortho view toolbar. In Metashape two modes of the Basemap are
supported: Map and Satellite. Map - displays map tiles using Open Street Map. Satellite option
display satellite layer.

Colorcalibration

If the lighting conditions have been changing significantly during capturing scenario, it is recommended
to uselCalibratercolorstoption from the Tools menu before Build orthomosaic procedure. The option can
help to even brightness and white balance of the images over the data set. Please note that for large data
sets Calibrate colors procedure can turn out to be quite time consuming.

To calibrate colors
1. Select Calibrate colors... command from the Tools menu.

2. Select the desired colors calibration parameters in the Calibrate colors dialog box. Click OK button
when done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Color calibration parameters

Sour ce data
Defines what data should be taken as the basis for overlapping areas estimation. It is preferable to
select the source data type according to the surface which you plan to project the orthomosaic on.
Spar se cl oud - the quickest yet the roughest estimation available.

Mbdel - gives more precise results, but only on condition that the surface is detailed enough.

DEM- is a reasonable aternative to the Model value for large data sets when it is not feasible to
reconstruct solid polygonal model (mesh).

Calibrate white balance
Additional option to be switched on if white balance should be evened as well.

To build Orthomosaic

1. Sdlect the Build Orthomosaic... command from the Workflow menu.
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2. IntheBuild Orthomosaic dial og box set:Coordinate system forthe@rthomosaic referencingor sel ect
projection type.

3. Select type of Surface datathat will be used to build the orthophoto.
4. Click OK button when done.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Build orthomosaic parameters

Projection type
CGeogr aphi c &@lewsito choose a geographic coordinate system from the dropdown list or upload
parameters of a customized geographical coordinate system. The coordinate system set by default
is the coordinate system previously selected for the model itself. Y ou can switch to a different one,
providing that corresponding datum transformation parameters are available.

Pl anar. Metashape allows to project the orthomosaic onto a plane set by the user, providing
that mesh is selected as the surface type. You can select projection plane and orientation of the
orthomosaic. The plane can be determined by a set of markers (if there are no 3 markersin adesired
projection plane it can be specified with 2 vectors, i. e. 4 markers). Planar projection type may be
useful for orthomosaic generation in projects concerning facades or other vertical surfaces.

Cylindrical - alowsto project orthomosaic on a cylindrical surface. It helps to avoid severe
distortions while projecting cylindrical objects, like tubes, round towers, tunnels, etc.

To project 3D pointson acylindrical surface oneneedsto: 1) definethecylinder, i.e. defineitsaxisand
itsradius; 2) drop aperpendicular fromthe 3D point to the axisof the cylinder - the point of intersection
of the perpendicular and the cylindrical surface is the projection of the 3D point in question; 3) agree
on how to define x and y coordinates of a point on the cylinder. For the purpose of orthomosaic and
DEM generation in cylindrical projection Metashape defines x and y coordinates of a point on the
cylinder in the following way: x - along the curve in the zero-plane, y - along the zero-element of the
cylindrical surface (zero-line), where zero-plane and zero-line are to be defined.

M etashape offers four methods to perform projecting on cylindrical surface. They differ in how the
four core elements - cylinder axis and radius, zero-plane and zero-line - are defined.

Current "Regiton: Thecylinder isinscribed in the Bounding box: the axis goes through the cross
sign on the bottom side of the Bounding box perpendicular to the bottom plane; the radius is defined
as one half of the shorter side of the rectangle in the bottom of the Bounding box. Zero-plane goes
through the center of the Bounding box perpendicular to the axis; zero-line belongs to the Bounding
box side which is opposite to the side with the vertical marks.

Current View. Theaxisis set as the line from the viewpoint to the center of rotation for the
model. Radiusis defined as one half of the shortest of al the edges of the Bounding box. Zero-plane
goes through the center of rotation for the model perpendicular to the axis; zero-line goes through the
highest point (in monitor-related coordinate system) of the curve in the zero-plane.

Mar ker s. At least three marker are required. The first pair sets the axis. The third marker defines
zero-point, i.e. defines zero-plane and zero-line, on condition that radiusis the distance from the third
marker to the axis.

XIYI'Z: Theaxisisthe line parallel to the corresponding Cartesian axis - X/Y/Z, going through the
center of the Bounding box. Radius (r) is defined as one half of the shortest edge of the Bounding box.
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Zero-plane goes through the center of the Bounding box perpendicular to the axis; zero-line is the
line opposite to the cut line. The cut line definition for each of the three possible optionsisillustrated
on the Figure below.

I nterior (projectitonoptionallowsto switch to projecting on theinner surface of the cylinder.

Surface
Orthomosaic creation based on DEM data is especially efficient for aerial survey data processing
scenarios alowing for time saving on mesh generation step. Alternatively, mesh surface type allows
to create orthomosaic for less common, yet quite demanded applications, like orthomosaic generation
for facades of the buildings or other models that might be not referenced at all.

Blending mode
Mosai ¢ (def aul t) @implementsiapproach with data division into several frequency domains
which are blended independently. The highest frequency component is blended along the seamline
only, each further step away from the seamline resulting in a less number of domains being subject
to blending.
Average=uses the weighted average color value of all pixels from individual images.
In Di sabl ed mode the color value for the pixel is taken from the image with the camera view
being almost along the normal to the reconstructed surface in that point.

Pixel-size
Default value for pixel sizein Export Orthomosaic diaog refers to ground sampling resolution, thus,
it is useless to set a smaller value: the number of pixels would increase, but the effective resolution
would not. However, if it is meaningful for the purpose, pixel size value can be changed by the user
in coordinate system units or in meters.

Max. dimension (pix)
The parameter allows to set maximal dimension for the resulting raster data.

Back face culling
The option allows to neglect on projecting parts of the surface where normals are counter directed to
the targeted projection plane.

Enable holefilling
Thisoption is enabled on default since it helps to avoid salt-and-pepper effect in case of complicated
surface with numeroustiny parts shading other parts of the source surface model. Only in case of very
specific tasks might it be recommended to switch the function off.

Refine seamlines
The option is recommended to be used for DTM-based orthomosaics in order to make automatically
created seamlines to bypass buildings and other complex objectsin order to avoid visual artefacts on
the final image and time consuming manual orthomosaic patching.
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M etashape generates orthomosaic only for the areainside the bounding box. However, if the orthomosaic
should be generated for a particular (rectangular) part of the project, Region section of the Build
Orthomosai ¢ dialog should be used for indication of the coordinates of the bottom left and top right corners
of the region to be applied in the left and right columns of the textboxes respectively. Estimate button
allows you to see the coordinates of the bottom left and top right corners of the whole area.

Estimate button al so enablesto control total size of the resulting orthomosai c dataaccording to the currently
selected reconstruction area and resolution (Pixel size or Max. dimension parameters). Theinformationis
shown in the Total size (pix) section fields.

Import Orthomosaic

M etashape allows to import a orthomosaic in project. Y ou can use Import Orthomosaic... command from
the File menu. In the Import Orthomosaic dialog browse to a file and select coordinate system.

Orthomosaic can be imported in oneof the GeoT| FF Raster Data format.

Saving intermediate results

Certain stages of 3D model reconstruction can take a long time. The full chain of operations could
eventually last for 4-6 hours when building a model from hundreds of photos. It is not always possible to
complete al the operations in one run. Metashape allows to save intermediate results in a project file.

Metashape project archive (.PS2)

Metashape Archive files (*.psz) may contain the following information:
 List of loaded photographs with reference paths to the image files.

» Photo alignment data such as information on camera positions, sparse point cloud model and set of
refined camera calibration parameters for each calibration group.

» Masks applied to the photosin project.
» Depth maps for cameras.
» Dense point cloud model with information on points classification.

» Reconstructed 3D polygona model with any changes made by user. This includes mesh and texture
if it was built.

 List of added markers aswell as of scale-bars and information on their positions.
* Structure of the project, i.e. number of chunksin the project and their content.

Notethat since M etashape tends to generate extradense point cloudsand highly detailed polygona models,
project saving procedure can take up quite along time.

Metashape project file (.PSX)

The software also allows to save Metashape Project file (*.psx) which stores the links to the processing
resultsin *.psx file and the dataitself in * .files structured archive. Thisformat enables responsive loading
of large data (dense point clouds, meshes, etc.), thus avoiding delays on reopening a thousands-of -photos
project. DEM, orthomosaic and tiled model generation options are available only for projects saved in
PSX format.
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Y ou can save the project at the end of any processing stage and return to it later. To restart work simply
load the corresponding file into Metashape. Project files can also serve as backup files or be used to save
different versions of the same model.

Project files use relative paths to reference original photos. Thus, when moving or copying the project file
to another location do not forget to move or copy photographs with all the folder structure involved as
well. Otherwise, Metashape will fail to run any operation requiring source images, although the project
file including the reconstructed model will be loaded up correctly. Alternatively, you can enable Store
absolute image paths option on the Advanced tab of the Preferences dialog available from Tools menu.

Exporting results

M etashape supports export of processing resultsin various representations. sparse and dense point clouds,
camera calibration and camera orientation data, mesh, etc. Orthomosaics and digital elevation models
(both DSM and DTM), as well as tiled models can be generated according to the user requirements.

Point cloud and camera calibration data can be exported right after photo alignment is completed. All other
export options are available after the corresponding processing step.

If you are going to export the results (point cloud / mesh / tiled model ) for the chunk that is not referenced,
please note that the resulting file will be oriented according to a default coordinate system (see axes in
the bottom right corner of the Model view), i. e. the model can be shown differently from what you see

f
in Metashape window. To align the model orientation with the default coordinate system use “.#* Rotate

F
object button from the Toolbar. & Move object and “& Scale object instruments can be used to adjust
the size and location of the unreferenced model.

In some cases editing model geometry in the external software may be required. M etashape supports model
export for editing in external software and then allows to import it back as it is described in the Editing
model geometry section of the manual.

Main export commands are available from the File menu.

Point cloud export

To export sparse or dense point cloud

1. Select Export Points... command from the File menu.

2. Browsethe destination folder, choose the file type, and print in the file name. Click Save button.
3. Inthe Export Points dialog box select desired@ypeiof point cloud --Sparse-or Dense!

4. Specify the coordinate system and indicate export parameters applicable to the selected file type,
including the dense cloud classes to be saved.

5. Click OK button to start export.

6. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Split in blocks option in the Export Points dialog can be useful for exporting large projects. It is available
for referenced models only. Y ou can indicate the size of the section in xy plane (in meters) for the point
cloud to be divided into respective rectangular blocks. The total volume of the 3D sceneis limited with
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the Bounding Box. The whole volume will be split in equal blocks starting from the point with minimum
x and y values. Note that empty blocks will not be saved.

In some casesit may bereasonableto edit point cloud before exporting it. To read about point cloud editing
refer to the Editing point cloud section of the manual.

M etashape supports point cloud export in the following formats:
» Wavefront OBJ (*.ohj)
e Stanford PLY (*.ply)

¢ XYZ Point Cloud (*.txt)
« ASPRSLAS (*.las)

¢ LAZ (*.laz)

« ASTM E57 (*.€57)

e Topcon CL3 (*.cl3)

e ASCII PTS (*.pts)
 Autodesk DXF (*.dxf)

¢ U3D (*.u3d)

» Adobe PDF (*.pdf)
 Point Cloud Data (*.pcd)
* potree (*.zip)

e Cesium 3D Tiles (*.zip)
» Agisoft OC3 (*.oc3)

4  Note

« Saving color information of the point cloud is not supported by the OBJ and DXF formats.

e Saving point normals information is not supported by the LAS, LAZ, PTS, CL3 and DXF
formats.

M etashape supports direct uploading of the point clouds to the following resources. 4DMapper, PointBox,
PointScene and Sketchfab. To publish your point cloud online use Upload Data... command from the File
menul.

Tie points and camera calibration, orientation data
export

To export cameracalibration and camera orientation data select Export Cameras... command from the File
menu.

M etashape supports camera data export in the following formats:
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e Agisoft XML structure (*.xml)

» Bundler OUT file format (*.out)

e CHAN file format (*.chan)

» Boujou TXT fileformat (*.txt)

* Realviz RZML format (*.rzml)

» Omega Phi Kappatext file format (*.txt)
» PATB project (*.pro)

* BINGO project file (*.dat)

* ORIMA file (*.txt)

» AeroSys Exterior orientation (*.orn)
* Inpho project file (*.prj)

e Summit Evolution project (*.smtxml)
* Blocks Exchange (*.xml)

e Alembic (*.abc)

* Autodesk FBX (*.fbx)

4 Note

» Camera data export in Bundler and Boujou file formats will save sparse point cloud datain the
samefile.

» Cameradataexport in Bundler file format would not save distortion coefficients k3, k4.

To export control points and tie points data one should choose one of the following export formatsin the
Export Cameras dialog: BINGO, ORIMA, PATB, Summit Evolution or Blocks exchange. Tie points and
Control points can be exported only along with camera calibration @ndierientationidata:

To export / import camera calibration data only select Camera Calibration... command from the Tools

menu. Using ="/ H buttonsit is possible to load / save camera calibration datain the following formats:
» Agisoft Camera Calibration (*.xml)

e Australis Camera Parameters (* .txt)

» Australisv7 Camera Parameters (* .txt)

» PhotoModeler Camera Calibration (*.ini)

» 3DM CalibCam Camera Parameters (*.txt)

» CalCam Camera Calibration (*.cal)

* Inpho Camera Calibration (*.txt)
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USGS Camera Calibration (*.txt)
Pix4D Camera Calibration (*.cam)
OpenCV Camera Calibration (*.xml)

Z/| Distortion Grid (*.dat)

Panorama export

Metashape is capable of panorama stitching for images taken from the same camera position - camera
station. To indicate for the software that loaded images have been taken from one camera station, one
should move those photos to a camera group and assign Camera Station type to it. For information on
camera groups refer to Loading images section.

To export panorama

1.

2.

5.

6.

Select Export Panorama... command from the File menu.
Select camera group which panorama should be previewed for.

Choose panorama orientation in the file with the help of navigation buttonsto the right of the preview
window in the Export Panorama dial og.

Set exporting parameters: select camera groups which panorama should be exported for and indicate
export file name mask.

Click OK button

Browse the destination folder and click Save button.

Additionally, you can set boundaries for the region of panoramato be exported using Setup boundaries
section of the Export Panorama dialog. Text boxes in the first line (X) allow to indicate the angle in the
horizontal plane and the second line (Y) servesfor anglein the vertical planelimits. Image size (pix) option
enables to control the dimensions of the exported image file.

M etashape supports panorama export in the following formats:

JPEG (*.jpg, *.jpeg)
JPEG 2000 (*.jp2)
TIFF (*.tif, * tiff)
PNG (*.png)

BMP (*.bmp)
OpenEXR (*.exr)
TARGA (*.tga)

3D model export

To export 3D model

1.

Select Export Model... command from the File menu.
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2. Browsethe destination folder, choose the file type, and print in the file name. Click Save button.

3. Inthe Export Model dialog specify the coordinate system and indicate export parameters applicable
to the selected file type.

4. Click OK button to start export.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

If amodel generated with Metashape is to be imported in a 3D editor program for inspection or further
editing, it might be helpful to use Shift function while exporting the model. It allows to set the value to
be subtracted from the respective coordinate value for every vertex in the mesh. Essentialy, this means
trangl ation of themodel coordinate system origin, which may be useful since some 3D editors, for example,
truncate the coordinates values up to 8 or so digits, while in some projects they are decimals that make
sense with respect to model positioning task. So it can be recommended to subtract a value equa to the
whole part of acertain coordinate val ue (see Reference pane, Camera coordinates val ues) before exporting
the model, thus providing for areasonable scale for the model to be processed in a3D editor program.

M etashape supports model export in the following formats:
» Wavefront OBJ (*.obj)

» 3DSfileformat (*.3ds)

* VRML models (*.wrl)

« COLLADA (*.dae)

o Stanford PLY (*.ply)

» X3D models (*.x3d)

* STL models (*.stl)

» Alembic (*.abc)

e Autodesk FBX (*.fbx)

* Autodesk DXF Polyline (*.dxf)
« Autodesk DXF 3DFace (*.dxf)
» Open Scene Graph (*.osgb)

* Binary gITF (*.glb)

» U3D models (*.u3d)

» Adobe PDF (*.pdf)

» Google Earth KMZ (*.kmz)

Some fileformats (OBJ, 3DS, VRML, COLLADA, PLY, FBX) save texture image in aseparatefile. The
texture file should be kept in the same directory as the main file describing the geometry. If the texture
atlas was not built only the model geometry is exported.

M etashape supports direct uploading of the models to Sketchfab resource. To publish your model online
use Upload Data... command from the File menu.
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Tiled model export

To export tiled model

1
2.
3.

Select Export Tiled Model... command from the File menu.
Browse the destination folder, choose the file type, and print in the file name. Click Save button.

The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

M etashape supports tiled model export in the following formats:

« Cesium 3D Tiles (*.zip)

Scene Layer Package (* .8l pk)
PhotoMesh Layer (*.zip)
Agisoft Tiled Model (*.tls)
Agisoft Tile Archive (*.zip)

Open Scene Graph (*.osgb)

Agisoft Tiled Model can be visuadized in Agisoft Viewer application, which is included in Agisoft
M etashape Professional installation package. Thanksto hierarchical tilesformat, it allows to responsively
visuaize large models.

M etashape supports direct uploading of the tiled models to the following resources. 4DMapper, Melown
Cloud, Sputnik. To publish your tiled model online use Upload Data... command from the File menu.

Orthomosaic export

To export Orthomosaic

1.

2.

3.

Select Export Orthomosaic... command from the File menu.
In the Export Orthomosaic dialog box specify coordinate system for the Orthomosaic to be saved in.

Check Write KML file and / or Write World file options to create files needed to georeference the
orthomosaic in the Google Earth and / or aGIS.

Click Export... button to start export.
Browse the destination folder, choose the file type, and print in the file name. Click Save button.

The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

Note

« Write KML file option is available only if the selected export coordinate system is WGS84 due
to the fact that Google Earth supports only this coordinate system.

« World file specifies coordinates of the four corner vertices of the exporting orthomosaic. This
information is already included in GeoTIFF file, however, ificould be duplicated in the external
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filesfor some reason. If orthomosaic is exported in JPEG, PNG or BMP file formats and should
have the georeferencing information World file should be written.

If the export file of afixed size is needed, it is possible to set the length of the longer side of the export
filein Max. dimension (pix) parameter. The length should be indicated in pixels.

Split in blocks option in the Export Orthomosaic dialog can be useful for exporting large projects. You
can indicate the size of the blocks (in pix) for the orthomosaic to be divided into. The whole areawill be
split in equal blocks starting from the point with minimum x and y values. Note that empty blocks will
not be saved.

To export a particular part of the project use Region section of the Export Orthomosaic dialog. Indicate
coordinates of the bottom | eft and top right corners of the region to be exported in theleft and right columns
of the text boxes respectively. Estimate button allows you to see the coordinates of the bottom left and
top right corners of the whole area.

Alternatively, you can indicate the region to be exported using polygon drawing option in the Ortho view
tab of the program window. (For instructions on polygon drawing refer to Shapes section of the manual.)
Once the polygon isdrawn, right-click on the polygon and set it as aboundary of the region to be exported
using Set Boundary Type option from the context menu.

Default value for pixel size in Export Orthomosaic dialog refers to ground sampling resolution, thus, it
is useless to set a smaller value: the number of pixels would increase, but the effective resolution would
not. If you have chosen to export orthomosaic with a certain pixel size (not using Max. dimension (pix)
option), it is recommended to check estimated Total size (pix) of the resulting file to be sure that it is not
too large to be correctly saved to the targeted file format.

For (Geo)TIFF export compression type may be set by the user. The following options are available:
LZW, JPEG, Packbits, Deflate. Additionally, the file may be saved without compression (None value
of the compression type parameter). Write BigTIFF file option alows to save files bigger than standard
TIFF limit of 4Gb. Total size textbox in the Export Orthomosaic dialog helps to estimate the size of the
resulting file. However, it is recommended to make sure that the application you are planning to open the
orthomosaic with supports BigTIFF format. Alternatively, you can split a large orthomosaic in blocks,
with each block fitting the limits of a standard TIFF file.

While exporting orthomosaic in JPEG format, JPEG quality parameter controls balance between
compression level (i.e. quality of the result) and export file size: the higher the value of the parameter (%)
the more emphasisis on the quality at the expense of alarger resulting file.

The following formats are supported for orthomaosaic export:
« TIFF/GeoTIFF (* tif)

« JPEG 2000 (*.jp2)

* JPEG (*.jpg)

e PNG (*.png)

* BMP (*.bmp)

» Google Earth KMZ (*.kmz)

» Google Map Tiles (*.zip)

e MBTiles (*.mbtiles)
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+ World Wind Tiles (*.zip)
* TileMap Service Tiles (*.zip)

M etashape supports direct uploading of the orthomosai csto the following resources. 4DMapper, MapBox,
Melown Cloud, Picterra, Sputnik. To publish your point cloud online use Upload Data... command from
the File menu.

Multispectral orthomosaic export is supported in GeoTIFF format only. When exporting in other formats,
only primary channel will be saved. Multispectral orthomosaic has all channels of the original imagery.
Optionally the alpha channel may be included that defines transparency being used for no-data areas of
the orthomosaic.

To export Multispectral orthomosaic

1. Select Export Orthomosaic... command from the File menu.

2. Follow steps 2-3 from Orthomosaic export procedure above.

3. Select None value for Raster transform parameter.

4. Click Export button to start export.

5. Browsethe destination folder, choose GeoTIFF type, and print in the file name. Click Save button.

6. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

To export Seamlines

1. Select Generate Seamlines... command from the Orthomosaic submenu from the Tools menu.

2. Click right button on Shapes layer on the Workspace pane.

3. Select Export Layers from the context menu.

4. Browsethe destination folder, choose the file type, and print in the file name. Click Save button.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

The following formats are supported for seamlines export:

» Shapefiles (*.shp)

KML files (*.kml)

KMZ files (*.kmz)

DXF files (*.dxf)
* GeoJSON (*.geojson)
NDVI data export

Vegetation index data export is available with the Export Orthomosaic... command from the File menu.
V egetation index data can be saved as two types of data: asagrid of floating point index values calculated
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per pixel of orthomosaic (multichannel orthomosaic if several vegetation indices have been calcul ated for
the project) or asan orthomosaic in pseudocolors according to apall et set by user (exportsonly datafor the
first vegetation index or combined data for selected 3 vegetation indices, providing that False Color value
is set for the €olorpal ette parameter). The format is controlled with Raster transform option in Export
Orthomosaic / Export Google KMZ / Export Google Map Tiles/ Export MBTiles / Export World Wind
Tilesdialogs. None value allowsto export orthomosaic generated for the data before any index calculation
procedure was performed.

Digital Elevation Model (DSM/DTM) export

Metashape allows to calculate and then export both a digital surface model (DSM) and a digital terrain
model (DTM) (see Building digital elevation model section).

To export Digital Elevation M odel
1. Sedlect Export DEM... command from the File menu.
2. Inthe Export DEM dialog specify coordinate system to georeference the DEM.

3. Check Write KML file and/or Write World file options to create files needed to georeference the
DEM in the Google Earth and/or a GIS.

4. Click Export button to start export.
5. Browsethe destination folder, choose the file type, and print in the file name. Click Save button.

6. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

4 Note

* Write KML file option is available only if the model is georeferenced in WGS84 coordinate
system due to the fact that Google Earth supports only this coordinate system.

« World file specifies coordinates of the four corner vertices of the exporting DEM. This
information is already included in GeoTIFF elevation data as well as in other supported file
formats for DEM export, however, you could duplicate it for some reason.

If export file of afixed sizeisneeded, it is possible to to set the length of the longer side of the export file
in Max. dimension (pix) parameter. The length should be indicated in pixels.

Unlike orthomosaic export, it is sensible to set smaller pixel size compared to the default value in DEM
export dialog; the effective resolution will increase. If you have chosen to export DEM with a certain pixel
size (not using Max. dimension (pix) option), it is recommended to check estimated Total size (pix) of the
resulting file to be sure that it is not too large to be correctly saved to the targeted file format.

No-data value is used for the points of the grid, where elevation value could not be calculated based on
the source data. Default value is suggested according to the industry standard, however it can be changed
by user.

Split in blocks option in the Export DEM dialog can be useful for exporting large projects or meeting
special DEM requirements. (See Orthomosaic export section for details.)

To export a particular part of the project use Region section of the Export DEM dialog (see Orthomosaic
export section for details). Similarly to orthomosaic export, polygons drawn over the DEM on the Ortho
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tab of the program window can be set as boundariesfor DEM export. (For instructions on polygon drawing
refer to Shapes section of the manual.)

The following formats are supported for DEM export:

* GeoTIFF elevation data (* .tif)

Arc/Info ASCII Grid (*.asc)

» Band interleaved file format (*.bil)
e XYZfileformat (*.xyz)

e Sputnik KMZ (*.kmz)

» Google Map Tiles (*.zip)

» MBTiles (*.mbtiles)

» World Wind Tiles (*.zip)

» TileMap Service Tiles (*.zip)

Metashape supports direct uploading of the elevation models to the following resources. 4DMapper,
MapBox, Melown Cloud, Sputnik. To publish your elevation model online use Upload Data... command
from the File menu.

4 Note

* In Metashape DEM export colored from RGB palette is supported. Select Palette option in the
Raster transform section of the Export DEM dialog box. The palette option is supported for the
following export formats: TIFF, JPEG, JPEG2000, PNG.

Render Photos

M etashape allowsto render frames from viewpoints specified by the user. Thismay be useful, for example,
in casethetarget sceneisamovingoneanditiscrucial to keep the number of simultaneously taken frames
minimal during capture. A 3D model can be generated based on some optimal number of photos, and later
on extraframes can be rendered in Metashape software.

This functionality also allows to correct the initial images in such away as to make them appropriate for
lenticular photography.

4 Note

» Thisoption is available after Align photos step. Please note that it works only for unreferenced
chunk.

Torender extraframesfrom a 3D model

1. Select Render Photos.. command of Export subcommand of File menu.
2. Inthe Render Photos dialog output image size and filename template.
3. Check(‘Interpolatel magepositions:

4.  Specify the number of images to be rendered.
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9.

10.

Specify the quality for depth maps cal culation (see Building dense point cloud section) and click OK
button.

In the Model view drag the plane of zero parallax to the desired position.

Specify the export area (the part of the scene to be rendered) - adjust the size of the gray plane (drag
the corners). Note that yellow rectangles indicate the footprint for al input images.

Adjust the step between the viewpoints for images to be rendered. They are marked with blue points.
Drag the starting/ending blue dots.

Click OK button in the top part of the Model view.

Specify the folder for the rendered images to be stored to and click OK button.

To correct theinput imagesfor the lenticular photography

1

2.

7.
8.
Extrap

In

Select Render Photos.. command of Export subcommand of File menu.
In the Render Photos dialog output image size and filename templ ate.
Uncheck ¢Interpolatei mage(positions'iand click OK button.

Inthe Model view drag the plane of zero parallax to the desired position.

Specify the export area (the part of the scene to be rendered) - adjust the size of the gray plane (drag
the corners). Note that yellow rectangles indicate the footprint for al input images.

Adjust the step between the viewpoints for imagesto be rendered. They are marked with blue points.
Drag the starting/ending blue dots.

Click OK button in the top part of the Model view.

Specify the folder for the rendered images to be stored to and click OK button.

roducts to export

addition to main targeted products M etashape allows to export Severaliother processing results, like

Undistortphotos;iverphotosfreeoflensdistortions(WndistortPhotosiicommand avail able from Export
submenu of the Filemenu):Undistorted photos may be Eexportedwithithe applied color correction;if
corresponding option is selected in the Undistort Photos dialog.

Depth map for any image (Export Depth... command available from photo context menu). You can
export diffuse map, depth map and normal map.

Individually orthorectified images (Export Orthophotos... command available from Export submenu of
the File menu).

High resolution image of the model asit is shown in the Model view or in Ortho view mode. Capture
View command availablefrom the context menu shown on right button click inthe Model or Ortho view.

4 Note

* You need to have mesh model generated in the chunk in order to export diffuse map, depth map
and normal map.
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Survey Statistics

M etashape generates a report with Survey Statistics. Survey Statistics contains information about camera
overlap, cameralocations, camerarotationsand ground control points. To createareport inthe PDF format,
read Processing report generation section.

To create Survey Statistics
1. Select Survey Statistics command from the Tools menu.

2. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

3. In the Survey Statistics dialog displayed camera overlap, camera locations, camera rotations and
ground control points. Information about survey statistics can be export in the following format:
JPEG, JPEG 2000, PNG, TIFF, BMP, OpenEXR, TARGA.

4. Click Close button to close the dialog.

Survey Statistics

Camera overlap
Image with camera locations and image overlap.

Cameralocations
Image with cameralocations and error estimates. Z error is represented by ellipse color. X,Y error are
represented by ellipse shape. Estimated camera locations are marked with a block dot.

Camerarotations
Image shows camera orientations and error estimates

Ground control points
I mageWithiGEP!l ocations and error estimates. Z error is represented by ellipse color. X,Y errorsare
represented by ellipse shape. Estimated GCP-locations are marked with a dot, or (€rossing:

Processing report generation

Metashape supports automatic processing report generation in PDF format, which contains the basic
parameters of the project, processing results and accuracy evaluations.

To generate processing report
1. Select Generate Report... command from the File menu.
2. Browsethe destination folder, choose the file type, and print in the file name. Click Save button.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

M etashape processing report presents the following data:
» Orthomosaic sketch.

» Survey data including coverage area, flying altitude, GSD, general camera(s) info, as well as overlap
statistics.
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» Camera calibration results: figures and an illustration for every sensor involved in the project.
» Camera positioning and orientation error estimates.

» Ground control and check points error estimates.

 Scale bars estimated distances and measurement errors.

* Digital elevation model sketch with resolution and point density info.

 Processing parameters used at every stage of the project.

[{ Note

» Processing report can be exported after alignment step.

Survey Data

Fig. Canera |ocations and i mage (@verlrap=ishowsthe model and position the camerasis
shown and the number of overlapsis displayed in color.

Nunber of (mmages=itotal number of images uploaded into the project.

Caner a stratironsm=number of aligned images.

Fl yi ng @lstistruder=average height above ground level.

Ti e (poimntisi=total number of valid tie points (equals to the number of pointsin the sparse cloud).
Ground mesolutizon=effective ground resolution averaged over all aligned images.
Priojrectiivonsi=itotal number of projections of valid tie points.

Cover age ameas=size of the areathat has been surveyed.

Repr oj ect i on ersmar==root mean square reprojection error averaged over all tie pointson all images.

Tabl e. Caneras - table with the parameters. camera model, resolution, focal length, pixel size,
precalibrated:

Reprojection error is the distance between the point on the image where a reconstructed 3D point can be
projected and the original projection of that 3D point detected on the photo and used as a basis for the
3D point reconstruction procedure.

Camera Calibration

For precalibrated cameras internal parameters input by the user are shown on the report page. tf-acamera
was not precalibrated, internal camera parameters estimated by M etashape are presented.

Fig. Image residual s for (©amera-=displayedtheerrorreproduction:
Canera nane (focal (rengtih)s=cameramode name and number of images.
Typer=icameratype.

Resolmutrivonm=image dimensions in pixels.

Focal (engtihi=focal lengthin mm.
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Pi xel Simze=pixed sizeinum:

Tabl e. Galibrationcoefficientsand correlation nmatrix-tablewiththecalibration
coefficientsand parameters of the covariance matrix (F, Cx, Cy, B1, B2, K1, K2, K3, K4, P1, P2).

Camera Locations

Fig. Canera |locations and error estinmates Epresentingicamera locations and error
estimates. Z error is represented by ellipse color. X, Y error are represented by ellipse shape. Estimated
camera locations are marked with a black dot.

X error ((mu=root mean square error for X coordinate for all the cameras.

Y error ((mp=root mean square error for Y coordinate for al the cameras.

XY error ((mu=root mean square error for X and Y coordinates for all the cameras.
Z error (((mu=root mean square error for Z coordinate for al the cameras.

Total error ((mM=root mean square error for X, Y, Z coordinates for al the cameras.
Total error = sart(Sumi=y” [(Xi, est - Xi,in) + (Yi, est = Yi,in)” + (Zi, et - Zi,in)1 /1)

Xi. in - input value for X coordinate for i camera position,

Xi, et - estimated value for X coordinate for i camera position,

Yi in- input value for Y coordinate for i camera position,

Y, est - €stimated value for Y coordinate for i camera position,

Z; in- input value for Z coordinate for i camera position,

Z; o - estimated value for Z coordinate for i camera position,

Camera Orientations

Fig. Canera orientations and error @Estifmatiesi=ishowsicamera orientations and error
estimates. Arcs represent yaw error estimates.

Yaw error (in degrees)=error for yaw.
Pitch error (in degrees)=error for pitch.
Rol | error (in @egrees)s=errorforroll.

Total error (in @egrees)r=root mean square error al angles.

Ground Control and Check Points

Fig. GCP locations and error @stiinates =displaysGCP locationsand error estimates. Z
error isrepresented by ellipse color. X,Y errors are represented by ellipse shape. Estimated GCP locations
are marked with adot or crossing.

XY error (m=root mean square error for X and Y coordinates for a GCP location / check point.

Z error (mu=error for Z coordinate for a GCP location / check point.

55



比較 : 削除�

テキスト

"General workflow"



比較 : 置換�

テキスト

[旧 テキスト] :"Size-"

[新 テキスト] :"Size -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"um."

[新 テキスト] :"µm."



比較 : 挿入�

テキスト

"Calibration coefficients and correlation matrix-table with the calibration coefficients and"



比較 : 置換�

テキスト

[旧 テキスト] :"-presenting"

[新 テキスト] :"- presenting"



比較 : 置換�

テキスト

[旧 テキスト] :"(m)-"

[新 テキスト] :"(m) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"(m)-"

[新 テキスト] :"(m) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"(m)-"

[新 テキスト] :"(m) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"(m)-"

[新 テキスト] :"(m) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"(m)-"

[新 テキスト] :"(m) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 挿入�

テキスト

"64"



比較 : 挿入�

テキスト

"General workflow"



比較 : 置換�

テキスト

[旧 テキスト] :"estimates- shows"

[新 テキスト] :"estimates-shows"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"degrees)-"

[新 テキスト] :"degrees) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"degrees)-"

[新 テキスト] :"degrees) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"degrees)-"

[新 テキスト] :"degrees) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"degrees)-"

[新 テキスト] :"degrees) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"estimates- displays"

[新 テキスト] :"estimates-displays"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"(m)-"

[新 テキスト] :"(m) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"(m)-"

[新 テキスト] :"(m) -"
次の テキスト 属性は変更されました : 
   フォント



比較 : 削除�

テキスト

"55"



比較 : 削除�

テキスト

"Calibration coefficients and correlation matrix- table with the calibrationcoefficients and"





General-workflow

Er r or ((m=root mean square error for X, Y, Z coordinates for a GCP location / check point.
Projrectiivonsi=inumber of projections for a GCP location / check point over all the images.

Error (pix) -root mean square error for X, Y coordinates on an image for a GCP location / check
point averaged over all the images.

Totral==root mean square error all the GCP locations/ check points.

Scale Bars

Di st ance (n) - scalebar length estimated by Metashape.
Err or ((mp=difference between input and estimated values for scale bar length.

Totral==root mean square error al the scale barsin Control/Check section.

Digital Elevation Model

Fig. Reconstructed digital elevation models=presenting digital elevation model.

Resol uti on - effective resolution of the exported DEM. The value depends on the Quality parameter
value used at Build point cloud step, providing that DEM has been generated from dense point cloud.

Poi nt (Pensinty=average number of dense cloud points per square meter.

Processing Parameters

Processing report contains processing parameters information, which is also available form Chunk context
menu. Along with the values of the parameters used at various processing stages, this page of the report
presents information on processing time.

For projects calculated over network processing time will be displayed as a sum of the time spent for
processing by each node.

M etashape matches images on different scales to improve robustness with blurred or difficult to match
images. The accuracy of tie point projections depends on the scale at which they were located. M etashape
uses information about scale to weight tie point reprojection errors. Key point size is the Sigma of the
Gaussian blur at the pyramid level of scales at which the key point was found.

In the Reference pane settings dial og tie point accuracy parameter corresponds to the normalized accuracy
- i.e. accuracy of tie point projection detected at the scale equal to 1. Tie points detected on other scaleswill
have accuracy proportional to their scales. This helps to obtain more accurate bundle adjustment results.

On the processing parameters page of the report (as well asin chunk information dialog) two reprojection
errors are provided: the reprojection error in the units of key point scale (this is the quantity that is
minimized during bundle adjustment), and the reprojection error in pixels (for convenience). The Mean
key point size value is averaged Key point size value over all key points. Average tie point multiplicity
valueistheratio of the total number of projections to the number of tie points.

Camera track creation and fly through video
rendering

In Metashape you can create an overview video of the model along a certain tragjectory. Cameratrack can
be(eratediautomatically (using simple preset options), imported from external file and edited manually.
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General workflow

To createtrack

1. Select Animation command from the View menu.
2. Click Create button on the Animation pane toolbar.
3. Chooseparametersin Create Track dial og Window:
4. Click OK button.

5. Adjust the position of the viewpoint in the camera track in Model view by dragging the left mouse
button to display it visually.

4 Note

e Todisplay the cameratrack path, select Show animation command from the Show/Hide items
submenu on the Model menu.

Torecord thevideo

1. To record the video according to the created camera track to the externa file click on Capture on
the Animation pane toolbar.

2. Select the desired export parameters in the Capture Video dialog, such as export video resolution,
compression type and frame rate.

3. Tosavethetrack path to external file click Save button on the Animation pane.
M etashape supports camera track export in the following formats:
+ CameraPath

» KML

4 Note

« That KML format is only supported for projects georeferenced in geographic/projected systems
convertible to WGS84 system.
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Chapter 4. Referencing

Camera calibration

Calibration groups

While carrying out photo alignment Metashape estimates both internal and external camera orientation
parameters, including nonlinear radial distortions. For the estimation to be successful it is crucial to apply
the estimation procedure separately to photos taken with different cameras. Once photos have been loaded
in the program, Metashape automatically divides them into calibration groups according to the image
resolution and/or EXIF meta data like cameratype and focal length. All the actions described below could
and should be applied (or not applied) to each calibration group individually.

Calibration groups can be rearranged manually.

To createa new calibration group

1. Select Camera Calibration... command from the Tools menu.

2. Inthe Camera Calibration dialog box, select photos to be arranged in a new group.
3. Intheright-click context menu choose Create Group command.

4. A new group will be created and depicted on the |eft-hand part of the Camera Calibration dial og box.

To move photos from one group to another
1. Select Camera Calibration... command from the Tools menu.
2. Inthe Camera Cadlibration dialog box choose the source group on the left-hand part of the dialog.

3. Select photos to be moved and drag them to the target group on the left-hand part of the Camera
Cadlibration dialog box.

To place each photo into a separate group you can use Split Groups command available at the right button
click on acalibration group name in the | eft-hand part of the Camera Calibration dialog

Camera types

M etashape supports four major types of camera: frame camera, fisheye camera, spherical camera and
cylindrical camera. Additionally RPC camera type is available for satellite imagery that is accompanied
with the RPC meta information. Cameratype can be set in Camera Calibration dialog box available from
Tools menu.

Eramescameranl f the source data within a calibration group was shot with aframe camera, for successful
estimation of camera orientation parameters the information on approximate focal length (pix) isrequired.
Obviously, to calculate focal length valuein pixel it is enough to know focal length in mm along with the
sensor pixel sizein mm. Normally this datais extracted automatically from the EX1F meta data.

Frame camera with Fi sheye lens. If extra wide lenses were used to get the source data, standard
M etashape cameramodel will not allow to estimate camera parameters successfully. Fisheye cameratype
setting will initialize implementation of a different cameramodel to fit ultra-wide lens distortions.

58



比較 : 置換�

テキスト

[旧 テキスト] :"Framecamera."

[新 テキスト] :"Framecamera."
次の テキスト 属性は変更されました : 
   フォント



比較 : 置換�

テキスト

[旧 テキスト] :"58"

[新 テキスト] :"68"





Referencing

Spheri cal camera (equirectangular projection). In case the source data within a calibration group
was shot with a spherical camera, camera type setting will be enough for the program to calculate
camera orientation parameters. No additional information is required except the image in equirectangular
representation.

Spherical camera Cyl i ndri cal projection. In case the source data within a calibration group is a set
of panoramic images stitched according to cylindrical model, camera type setting will be enough for the
program to calculate camera orientation parameters. No additiona information is required.

Satellite images with RPC coefficients. To automatically detect the camera type, select Preferences
command from Tools menu. Click Advanced tab and turn on the check box Load satellite RPC data from
auxiliary TXT files.

Optionally rolling shutter compensation can be enabled by checkingtheEnabl e rol I i ng shutter
conmpensatiton boxin the Camera Calibration dialog available from Tools menu.

In case source images lack EXIF data or the EXIF datais insufficient to calculate focal length in pixels,
M etashape will assume that focal length equals to 50 mm (35 mm film equivalent). However, if theinitial
guess values differ significantly from the actual focal length, it islikely to lead to failure of the alignment
process. So, if photos do not contain EXIF meta data, it is preferable to specify focal length (mm) and
sensor pixel size (mm) manually. It can be done in Camera Calibration dialog box available from Tools
menu. Generally, thisdataisindicated in camera specification or can be received from some online source.
To indicate to the program that camera orientation parameters should be estimated based on the focal
length and pixel sizeinformation, it is necessary to set the Type parameter on the Initial tab to Auto value.

Scanned images

Metashape supports processing of analog aerial images scanned to digital files. On uploading, all the
scanned images from the same analog camera should be placed in a designated calibration group.
M etashape will automatically put the camerasto the same calibration group, providing that they have been
scanned to the images of the same resolution. In case scanned anal og images from different cameras have
been uploaded to the same chunk, it is required to divide them manually into different calibration groups.
It could be done in Camera Calibration dialog available from Tools menu.

Cameracalibrationin case of scanned imagesis performed based on thefiducial marksinformation. That is
why cameracalibration startswith fiducial marks detection in thisworkflow. M etashape enables automatic
detection of most of the fiducial mark types. See Figure below.

N/

7/ \

Supported fiducia marks.

To calibrate scanned images with automatically detectable fiducial marks

1. Select Camera Calibration... command from the Tools menu.
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In the Camera Calibration dialog box check Film camera with fiducial marks option.
Close Camera Calibration dialog with OK button.
Run Detect Fiducias... command from the Markers submenu from the Tools menu.

In the Camera Calibration dialog box print in coordinates of the automatically detected fiducial marks
on the image according to the analog camera certificate. They should be measured in coordinate
system associated with the sensor: origin - in the center of the sensor; axes X - to the right, axes Y
- downwards; in millimeters (mm).

Close Camera Cadlibration dialog with OK button and proceed to genera Metashape processing
workflow starting from Align Photos... step. The software will automatically scale and orientate al
the photos according to the fiducial marks information.

In case your fiducial markstype is not among those supported for automatic detection (see Figure above),
please place a feature request with Agisoft support team: support@agisoft.com. The current version of
the software allows to perform calibration of the scanned images based on such fiducial marks manually
following the procedure outlined below.

To calibrate scanned images with non-standard fiducial marks manually

1

2.

10.

11.

[

Select Camera Calibration... command from the Tools menu.
In the Camera Calibration dialog box check Film camerawith fiducial marks option.

OntheFiducialstab add fiducial mark instances, the number should be equal to the amount of fiducial
marks used on the original photos.

Print in coordinates of the fiducial marks on the image according to the analog camera certificate.
They should be measured in coordinate system associated with the sensor: origin - in the center of
the sensor; axes X - to theright, axes Y - downwards; in millimeters (mm).

Close Camera Calibration dialog with OK button.

Then it is necessary to place dl the fiducials on each photo from the calibration group.
Open the photo in Photo view.

Zoom in to afiducial mark center.

Right button click on the targeted fiducial mark and use Place Fiducial command from the context
menu. Y ou will need to choose a corresponding fiducial mark instance from the dropdown list.

In case you need to replace one fiducial mark with another right-click fiducial mark and use Replace
Fiducial command from its context menu. You will need to choose a corresponding fiducial mark
instance from the dropdown list.

After placing al the fiducial mark instances, you can proceed to general Metashape processing
workflow. The software will automatically scale and orientate all the photos according to the fiducial
marks information.

Note

» |f there is no camera certificate with fiducial marks coordinates information for the data set in
question, then it will be necessary to additionally run Calibrate Fiducias... command from the
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context menu of the selected images in the Camera Calibration dialog box. All the images from
the respective calibration group should be selected for the purpose.

« Itisrecommended to mask out all the margins with auxiliary information on scanned photos to
avoid negative effect on the stability of the further processing.

Camera calibration parameters

Photogrammetric calibration of camerasis performed to determine the values of the interior orientation of
the cameras, including the parameters of distortion of the cameralens. The camera calibration parameters
can be input manually, if they have been acquired as a part of precalibration procedure.

To specify camera calibration parameters

1.

2.

6.

7.

Select Camera Calibration... command from the Tools menu.

Select calibration group, which requires re-estimation of camera orientation parameters on the left
side of the Camera Calibration dialog box.

In the Camera Calibration dialog box, sel ect IFnirtiival=tab:

Modify the calibration parameters displayed in the corresponding edit boxes.
Set the Type to the Precalibrated value.

Repeat to every calibration group where applicable.

Click OK button to set the calibration.

The following calibration parameters are available;

f

Focal length measured in pixels.

CX, ¢y

Principal point coordinates, i.e. coordinatesof lensoptical axisinterceptionwith sensor planein pixels.

b1, b2

Affinity and Skew (non-orthogonality) transformation coefficients.

k1, k2, k3, k4

Radia distortion coefficients.

p1, p2

Tangential distortion coefficients.

[{ Note

« Alternatively, initia calibration datacan beimported from file using L oad button onthelnitial tab
of the Camera Calibration dial og box. In addition to Agisoft calibration fileformat it ispossibleto
import data from Australis, PhotoModeler, 3DM CalibCam, CalCam, Inpho camera calibration,
USGS camera calibration, OpenCV and Z/I Distortion Grid formats.

Initial calibration data will be adjusted during the Align Photos processing step. Once Align Photos
processing step is finished adjusted calibration data will be displayed on the Adjusted tab of the Camera
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Calibration dialog box. The details about distortion model s used in Metashape are given in the Appendix C,
Camera models section.

If very precise calibration data is available, click Select button next to Fixed parameters item. Check
calibration parameters box in Fixed parameters dialog box and click button OK. In this case initial
values for the corresponding parameters will not be changed during Align Photos or Optimize Cameras
operations.

In some casesit may berequired to estimate some sub-set of parametersindividually for each camerainthe
calibration group. In this case such parameters should be selected in the section Image-variant parameters.
Click Select button and choose these parameters in Image-variant parameters dialog box.

Adjusted camera calibration data can be saved to file using Save button on the Adjusted tab of the Camera
Calibration dialog box.

Analyzing calibration results

M etashape provides a number of tools to analyze camera calibration results avail able from context menu
of acamera group in the Camera Calibration dialog.

Distortion

Distortion tab presents estimated camera distortion plot. Total, Radial, Decentering, Corrections and
Residual optionsare availablein the tab. Distortion graph represent the distortion values and direction
according to the adjusted calibration coefficient values. It shows the plot in the discrete vectors mode
averagingithe points-by-the corresponding image @ells®Residuals presents residuals graph which
allowsto evaluate how adequately the camerais described with the applied mathematical model. Note
that residuals are averaged per cell of animage and then acrossall theimagesin acameragroup. Scale
reference under the plot indicates the scale of the distortions/residuals.

Profile
Profile tab presents increase of the corresponding radial and decentering distortions with distance
from the center of the photo. Profiles can be saved as image.

Correlation
Correlation tab presents:

* Adjusted values of theinternal camera orientation parameters;
» Errors- standard deviation, read more in Covariance matrix section;

» Correlation values for internal camera orientation parameters - reflect the degree of correlation
between the corresponding parameters.

Vignetting
Vignetting tab presents radiometric distortion of the lens. Metashape uses radiometric distortion
parameters of the lens from photos metadata, in case there is no information about radiometric
distortion of the lens in photo metadata Vignetting tab is inactive. You can calculate radiometric
distortion manually using Calibrate Colors command available from the Tools menu, read more in
Building model texture section.

Setting coordinate system

Many applications require data with a defined coordinate system. Setting the coordinate system also
provides a correct scaling of the model allowing for surface area and volume measurements and makes
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model loading in geoviewers and geoinformation software much easier. Some Metashape functionality
like digital elevation model export is available only after the coordinate system is defined.

M etashape supports setting a coordinate system based on ground control point (marker) coordinates and/
or camera coordinates. In both cases the coordinates are specified in the Reference pane and can be either
loaded from the externa file or typed in manually. Initially Metashape expects both GCPs and camera
coordinates data to be specified in the same coordinate system and assigns it as the coordinate system of
the chunk. In such a case all the outputs by default will be referenced in this particular coordinate system.

If the GCPs and camera coordinates datais measured in different coordinate systems, M etashape allowsto
input thisdataasis, provided that either all the coordinate systems are based on the same datum or for all of
them transformation-to-WGS84 parameters are specified in the coordinate system definition or manually
set in the datum transformation settings dialog. For Metashape to correctly interpret the coordinates data,
it is necessary to enableindividual coordinate system selection for cameras and markers in the Reference
pane settings dialog by checking the corresponding option and sel ecting proper coordinate systems. In this
case coordinate system to reference the model in (coordinate system of the chunk) should be set in the
Reference pane settings dialog - in the very first dropdown menu list.

Setting coordinate system based on recorded camera positions is often used in aerial photography
processing. However, it may be al so useful for processing close-range data sets collected with GPS enabled
cameras. Placing markersisnot required if recorded cameracoordinates are used to initialize the coordinate
system.

In case ground control points are used to set up the coordinate system, markers should be placed in the
corresponding locations of the scene.

Using camera data for georeferencing is faster since manual marker placement is not required. On the
other hand, ground control point coordinates are usually more accurate than telemetry data, allowing for
more precise georeferencing.

Placing markers

M etashape uses markersto specify locations within the scene. Markers are used for setting up acoordinate
system, photo alignment optimization, measuring distances and volumes within the scene as well as for
marker based chunk alignment. The position of markers is determined by their coordinates in the images.
Alternatively, it is possible to set Drawing Plane for marker placement in the Model view. Read more
about setting drawing plane in Shapes section.

To determine the spacial coordinates of the markers, necessary measure theiricoordinates on at least 2
images.

[ Note

* Marker placement is not required for setting thelcoordinate system based on recorded camera
coordinates. oruse'ground control points (GCPs) to improvefresultsaccuracy:

M etashape supports two approaches to marker placement: manual marker placement and guided marker
placement. Manua approach implies that the marker projections should be indicated manually on each
photo where the marker is visible. Manual marker placement does not require 3D model and can be
performed even before photo alignment.

In the guided approach marker projection is specified for a single photo only. Metashape automatically
projects the corresponding ray onto the model surface and calculates marker projections on the rest of
the photos where marker is visible. Marker projections defined automatically on individual photos can be
further refined manually. Reconstructed 3D model surface is required for the guided approach.
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Guided marker placement usually speeds up the procedure of marker placement significantly and also
reduces the chance of incorrect marker placement. It is recommended in most cases unless there are any
specific reasons preventing this operation.

Ground control and check points

In Metashape you can use two types of markers. They are control and check points. Control points are
used to reference the model. While check points are used to validate accuracy of the camera alignment
and optimization procedures results.

To create a control/check point

1. Select marker on the Reference pane.

2. Ensurethat the selected marker has at least two projections placed on the aligned images. Y ou should
check pointsbox. If the check box isenabled, the point isthe control point. When check box isdisable,
the point is the check point.

3. Input control/check point coordinates information to the Source Values tab of the Reference pane.

4. Enable marker on the Reference pane to make it a control point or disable to use it as a check point.

5. Control and check point errors can be inspected on the Errors Values tab.

4 Note

* After you change the point type click ﬁl:rl'ﬂ Update toolbar button from the Reference pane.

To place amarker using guided approach

1. Open aphoto where the marker is visible by double clicking on its name.

2 Switch to the marker editing mode using ”Q? Show Markers toolbar button.

3. Right click on the photo at the point corresponding to the marker location.

4. Select Add Marker command from the context menu. New marker will be created and its projections
on the other photos will be automatically defined.

4  Note

« If the 3D model is not available or the ray at the selected point does not intersect with the model
surface, the marker projection will be defined on the current photo only.

« Guided marker placement can be performed in the same way from the 3D view by right clicking

on the corresponding point on the model surface and using ”% Create Marker command from the
context menu. While the accuracy of marker placement in the 3D view isusually much lower, it
may be still useful for quickly locating the photos observing the specified |ocation on the model.

To view the corresponding photos use ”ﬁ Filter Photos by Markers command again from the
3D view context menu. If the command isinactive, please make sure that the marker in question
is selected on the Reference pane.
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* If the circle under theflagis @ redin the Model view, the marker is selected. If © yellow -
the marker is not selected.

To place amarker using manual approach

1 Create marker instance using “%Add marker button on the Workspace pane or by Add Marker

command from the Chunk context menu.

2. Openthe photo where the marker projection needsto be added by doubl e clicking on the photos name.

Switch to the marker editing mode using ”Q? Show Markers toolbar button.

4. Right click at the point on the photo where the marker projection needsto be placed. From the context
menu open Place Marker submenu and select the marker instance previously created. The marker
projection will be added to the current photo.

5. Repeat the previous step to place marker projections on other photos if needed.

To save up time on manual marker placement procedure Metashape offers guiding lines feature. When a
marker is placed on an aligned photo, Metashape highlights lines, which the marker is expected to lie on,
on the rest of the aligned photos.

4 Note

« If a marker has been placed on at least two aligned images Metashape will find the marker

projections on the rest of the photos. The calculated marker positions will be indicated with }
icon on the corresponding aligned photos in Photo view mode.

Automatically defined marker locations can be later refined manually by dragging their projections on the
corresponding photos.

Torefine marker location

1. Open the photo where the marker is visible by double clicking on the photo's name. Automatically

placed marker will be indicated with % con,

Switch to the marker editing mode using ”Q? Edit Markers toolbar button.

3.  Movethe marker projection to the desired location by dragging it using left mouse button. Once the

marker location isrefined by user, the marker icon will change to ﬂ'—‘D

[{ Note

* To list photos where the marker locations are defined, select the corresponding marker on the
Workspace pane. The photos where the marker is placed will be marked with a":t? icon on the

Photos pane. To filter photos by marker use "ﬁ Filter by Markers command from the 3D view
context menu.

In those cases when there are hesitations about the features depi cted on the photo, comparative inspection
of two photos can prove to be useful. To open two photosin Metashape window simultaneously Move to
Other Tab Group command is available from photo tab header context menu.
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M etashape supports automatic marker projection refinement based on the image content. Choose Refine
Markers command from the Markers submenu of the Tools menu.

To open two photos simultaneously

1. Inthe Photos pane double click on one photo to be opened. The photo will be opened in a new tab
of the main program window.

2. Right click on thetab header and choose Moveto Other Tab Group command from the context menu.
The main program window will be divided into two parts and the photo will be moved to the second
part.

3. Thenext photo you will choose to be opened with a double click will be visualized in the active tab
group.

M etashape automatically assignsdefault |abelsfor each newly created marker. Theselabel s can be changed
using the Rename... command from the marker context menu in the Workspace / Reference pane.

Assigning reference coordinates

To reference the model, real world coordinates of at least 3 points of the scene should be specified.
Depending on the requirements, the model can be referenced using marker coordinates, camera
coordinates, or both. Real world coordinates used for referencing the model along with the type of
coordinate system used-are specified @singithe Reference pane.

Themodel can belocated in either local Euclidean coordinates or in georeferenced coordinates. M etashape
supports a wide range of various geographic and projected coordinate systems, including widely used

WGS84 coordinate system. Besides, almost al coordinate systems from the EPSG registry are supported
aswell.

Methods to input coordinates data
Reference coordinates can be specified in one of the following ways:
» Loaded from a separate text file (using character separated values format).
» Entered manually in the Reference pane.

» Loaded from GPS EXIF tags (if present).

Toload reference coordinates from a text file

1 Click = Import toolbar button on the Reference pane. (To open Reference pane use Reference

command from the View menu.) Browse to the file containing recorded reference coordinates and
click Open button.

2. IntheImport CSV dialog set the coordinate system if the data presents geographical coordinates.

3. Select the delimiter and indicate the number of the data column for each coordinate.

4. Indicate columns for the orientation data if present. Make sure that the proper angle triple (according
to the source data) is set: [yaw,pitch,roll], [omega, phi, kappa] or [alpha, nu, kappa].
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5. Optionally, indicate accuracy values for coordinates and rotation angles.

6. Click OK button. The reference coordinates data will be loaded onto the Reference pane.

[{ Note

« If reference coordinates of amarker / camera position for aphoto are not specified in the loading
file the current value will be kept for them.

* An example of acoordinates datafile in the CSV format is given in the next section.

Information on the accuracy of the source coordinates (X, y, z) aswell as of the source orientation angles
can beloaded withaCSV fileaswell. Check Load Accuracy option and indicate the number of the column
where the accuracy for the data should be read from. It is possible to indicate the same accuracy column
for all three coordinates/angles.

To assign reference coordinates manually

1 Switch to the View Source mode using E View Source button from the Reference pane toolbar. (To

open Reference pane use Reference command from the View menu.)

2. Onthe Reference pane select x/y/z or angle data cells and press F2 button on the keyboard to assign
values to corresponding coordinates/angles.

3.  Repeat for every marker/camera position (orientation angle) needed to be specified.

4. Toremove unnecessary reference coordinates select corresponding items from the list and press Del
key.

Click '_“JIIE Update toolbar button to apply changes and set coordinates.

System of angular elements of exterior@rientation([yaw;pitch;roll]or[omega, phi, kappa]) can be switched
in the Reference Settings dialog. Do not forget to click OK button in the Reference Settings dialog to
apply the changes.

Additionally, it is possible to indicate accuracy data for the coordinates / orientation angles. Select Set
Accuracy... command from the context menu of an image on the Reference pane and input accuracy data
both for position (i.e. x,y,z coordinates) and orientation (i.e. [yaw, pitch, roll], [omega, phi, kappa] or
[apha, nu, kappa] angles) data. It is possibleto select several cameras and apply Set Accuracy... command
simultaneously to all of them. Alternatively, you can select Accuracy (m) or Accuracy (deg) text box for
a certain camera on the Reference pane and press F2 button on the keyboard to type the text data directly
onto the Reference pane. Note that "/* delimiter allows to enter different accuracy datafor x, y, z or yaw,
pitch, roll (omega, phi, kappa; apha, nu, kappa) data respectively.

Toload reference coordinates from GPS EXIF tags

Click E Import EXIF button on the Reference pane. (To open Reference pane use Reference
command from the View menu.) The reference coordinates data will be loaded into the Reference
pane.

If the corresponding optionsenithe Advanced tab©fiPreferenceswindow are checked on, it isalso possible
to load camera orientation angles and location/rotation accuracy parameters from XMP extension of the

image header. The datawill be loaded ensclicking E Import EXIF button.
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Camera orientation angles conventions

M etashape allowsto define cameraorientation with either [yaw, pitch, roll], [omega, phi, kappa)] or [alpha,
nu, kappa] angles. The more common scenario is to load [yaw, pitch, roll] measurements directly from
the airborne IMU system and, hence, default setting in Metashape is to tackle the input values as [yaw,
pitch, roll] data.

To provide compatibility with different processing workflows Metashape also supports [omega, phi,
kappa] data input. The omega, phi, kappa angles are defined as the angles used in order to rotate the
(X,Y,Z) geodetic coordinate system and aign it with the image coordinate system.

» Omegaistherotation around the X axis.

» Phi istherotation around the Y axis.

» Kappaisthe rotation around the Z axis.

RTK/PPK camera coordinates data

If the source data includes RTK/PPK measurements, it is important to input accuracy values for all the
respective cameras onto the Reference pane. Otherwise default accuracy value (10 m) will be assumed for
all camera coordinates in the chunk, hence, the value of the RTK/PPK measurements will efficiently be
lost and the processing results will not be referenced with expected accuracy. In case the coordinates input
for the cameras are measured for the point where the measuring instrument is mounted (not the camera
itself) it is also necessary to input measurement instrument shift with respect to the cameraitself on GPS/
INS Offset tab of Camera Calibration dialog available from Tools menu.

After reference coordinates have been assigned Metashape automatically estimates coordinatesin alocal
Euclidean system and cal cul ates the referencing errors. To see the results switch to the View Estimated or

View Errors modes respectively using @ View Estimated and D View Errorstoolbar buttons.
Setting georeferenced coordinate system

To set a georeferenced coordinate system
1. Assign reference coordinates using one of the options described above.

2 Click 7% sett ngs button on the Reference pane toolbar.

3. In the Reference Settings dialog box select the Coordinate System used to compile reference
coordinates data if it has not been set at the previous step.

4. Specify the assumed measurement accuracy ensthe |eft-hand side part of the dialog.

5. If the information about GPS system shift with respect to the camera itself is available, it is worth
inputting it on GPS/INS Offset tab of Camera Calibration dialog available from Tools menu. See
Figure below.

6. Specify the assumed measurementraccuracy of theoffsetsin thefAecuracy column of the dialog.

7., Click OK button to initialize the coordinate system and estimate geographic coordinates.

68



比較 : 置換�

テキスト

[旧 テキスト] :"on"

[新 テキスト] :"in"



比較 : 置換�

テキスト

[旧 テキスト] :"measurement"

[新 テキスト] :"image coordinates"



比較 : 削除�

テキスト

"of the offsets"



比較 : 置換�

テキスト

[旧 テキスト] :"Accuracy"

[新 テキスト] :"corresponding"



比較 : 挿入�

テキスト

"Specify Capture distance parameters for the datasets where the images are captured with the obliquecamera mount (more than 20-30 degrees from the vertical).8."



比較 : 置換�

テキスト

[旧 テキスト] :"68"

[新 テキスト] :"78"



比較 : 挿入�

テキスト

"kappa], [phi,omega,"





Referencing

Z cam
GPS

Ycam
Dol

Z offset

Yoffset

VAR

b Xcam

X offset

GPS offset.

Rotation angles for the camera coordinates in M etashape are defined around the following axes. yaw axis
runs from top to bottom, pitch axis runs from left to right wing of the drone, roll axis runs from tail to nose
of the drone. Zero values of the rotation angle triple define the following camera position aboard: camera
looks down to the ground, frames are taken in landscape orientation, and horizontal axis of the frame is
perpendicular to the central (tail-nose) axis of the drone. If the camera is fixed in a different position,
respective yaw, pitch, roll values should be input on GPS/INS Offset tab of Camera Calibration dialog.
The signs of the angles are defined according to the right-hand rule. See Figure below.
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INS offset.
&  Note
e Step 5 can be safely skipped if you are using standard GPS system (not that of superhigh
precision).

In Select Coordinate System dialog it is possible to ease searching for the required georeferencing system
using Filter option. Enter respective EPSG code (e.g. EPSG::4302) to filter the systems.

Coordinate system editor

If the target coordinate system is not on the list, it is possible to set its parameters manually. In Select

Coordinate System dial og choose any coordinate system and click 4 Edit button. (Obvioudly, itisoptimal
to select a coordinate system which parameters are the most similar onesto the target coordinate system.)
Enter the proper name for the system to be shown on the list and edit al the parameters according to the
coordinate system definition.

Configurable datum transformation

If the project coordinate system should be converted to WGS84, Datum Transformation Settings dialog

isamed at controlling proper parameters for the conversion. The dialog can be accessed via @& Setti ngs
button next to Coordinate System selection field in the Reference Settings dialog.

Using different vertical datums

On default Metashape requires al the source altitude values for both cameras and markers to be input as
values mesuared above the ellipsoid. However, M etashape allowsfor the different geoid model s utilization
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as well. Metashape installation package includes only EGM96 geoid model, but additional geoid models
can be downloaded from Agisoft's website if they are required by the coordinate system selected in the
Reference pane settings dialog. Downloaded geoid model from the supported list should be copied to
\ geoi ds\ folder in Metashape installation directory before using the corresponding coordinate system
from GUI.

Please refer to the following web-page to review the list of supported geoid models: http://
www.agi soft.com/downloads/geoids/.

Reference pane: some features more

To view the estimated geographic coordinates, reference errors and variance switch between the View
Estimated, View Errorsand View Variance modesrespectively using @ View Estimated, L_|_ View Errors

and E View Variance toolbar buttons. A click on the column name on the Reference pane sorts the
markers and cameras by the datain the column. At this point you can review the errors and decide whether
additional refinement of marker locations is required (in case of marker based referencing), or if certain
reference points should be excluded.

To save the errors and/or estimated coordinates use Sl Export toolbar button on the Reference pane.

To reset a chunk georeferencing, use Reset Transform command from the chunk context menu on the
Workspace pane. [R] indicator of achunk being georeferenced will be removed from the chunk name.

[{ Note

» Unchecked reference points on the Reference pane are not used for georeferencing and
optimization. Use context menu to check/uncheck selected items.

« After adjusting marker locations on the photos, the coordinate system will not be updated

automatically. It should be updated manually using '_‘d:rﬂ Update toolbar button on the Reference
pane.

« Metashape allows to convert the estimated geographic coordinates into a different coordinate
system. To calculate the coordinates of the camera positions and/or markers in a different

coordinate system use = Convert toolbar button on the Reference pane.

Example of a reference coordinates file in CSV format
(*.txt)

Thereference coordinates can be loaded onto the Reference pane using character separated text fileformat.
Each reference point is specifiedin thisfile on aseparateline. Samplereference coordinatesfileisprovided
below:

# <l abel > <l ongitude> <l atitude> <hei ght> <yaw> <pitch> <roll >
| MG 01. JPG 40.165011 48.103654 433.54 15.54 0.39 0.87
| MG_02. JPG 40.165551 48.103654 434.72 15.73 0.38 1.21
| MG_03.JPG 40.166096 48.103640 435.63 15.67 0.24 1.04
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Individual entries on each line should be separated with at ab (space, semni col on, comma, e€tc)
character. All lines starting with #icharacteriare treated as comments.

Records from the coordinate file are matched to the corresponding cameras or markers basing on the
IFabel=field=Camera coordinates | abel s should match the file name of the corresponding photo including
extension. Marker coordinates |abels should match the labels of the corresponding markersin the project
file. All labels are case insensitive.

M etashape has the ability to use degrees, minutes, secondsin aCSV file. An example entry:
IMG00001.jpg,19°39'59.99"E,60° 20'0.05"N,100.073997
or "colon" delimiter:

IMG00002.jpg,19:39:59.99E,60:20:0.05N,100.073997

£ Note

e Character separated reference coordinates format does not include specification of the type of
coordinate system used. The kind of coordinate system used should be selected separately in the
Reference Settings dialog.

» Metashape requires Z value to be indicating the height above the €ellipsoid (or above geoid, if
corresponding compound coordinate system is selected in the Reference pane settings dial og).

Optimization

Optimization of camera alignment

Metashape estimatesiinternalhand Eexternaldcamera orientation parameters @uring photo alignment. " This
estimation is performed using image data alone, and there may be some errorsin the final estimates. The
accuracy of the final estimates depends on many factors, like overlap between the neighboring photos, as
well as on the shape of the object surface. These errors can lead to non-linear deformations of the final
model.

During georeferencing the model is linearly transformed using 7 parameter similarity transformation (3
parameters for translation, 3 for rotation and 1 for scaling). Such transformation can compensate only a
linear model misalignment. The non-linear component can not be removed with this approach. This is
usually the main reason for georeferencing errors.

Possible non-linear deformations of the model can be removed by optimizing the estimated point cloud
and’camera (parameters based on the known reference coordinates: During thisiopti mization Metashape
adjusts estimated point coordinates and camera parameters minimizing the sum of reprojection error and
reference coordinate misalignment error.

To achieve greater optimizing results it may be useful to edit sparse point cloud deleting obviously
mislocated points beforehand. To read about point cloud editing refer to the Editing point cloud section
of the manual.

Georeferencing accuracy can beimproved significantly after optimization. It is recommended to perform
optimization if the final model isto be used for any kind of measurements.

To optimize camera alignment

1. Setthe marker and/or camera coordinates to be used for optimization (if not done yet).
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Click ¢ Setti ngstoolbar button on the Reference pane and set the coordinate system (if not doneyet).

3. Inthe Reference pane Settings dialog box specify the assumed accuracy of measured values as well
as the assumed accuracy of marker projections on the source photos.

4. Click OK button.

5. Indicate relative GPS device and/or INS to camera coordinates (if info is available) on GPS/INS tab
of Camera Calibration dialog available from Tools menu.

6. Check FixdGPS/INS offset box.
7. Click OK button.

Click # Optimize toolbar button on the Reference pane.
9. In Optimize Camera Alignment dialog box check additional camera parameters to be optimized.

10. Click OK button to start optimization.

4 Note

« Step 5 can be safely skipped if you are using standard GPS (not that of extremely high precision).

« The optimization procedure discards active depth maps, dense cloud and mesh model from the
chunk. It is recommended to rebuild these objects after performing the optimization.

» The optimization process can improve the Valuelof thealigniresultiand reduce the errors.

Optimize Camera Alignment parameters

Fit additional corrections
With this option enabled Metashape estimates additional coefficients that are necessary to achieve
better accuracy.

Adaptive camera model fitting
This option enables automatic selection of camera parameters to be included into adjustment based
on their reliability estimates. Read more about in Aligning photos section.

Estimatetie point covariance
The function alows to estimate the covariance values of the tie point.

Image coordinates accuracy for markers indicates how precisely the markers were placed by the user or
adjusted by the user after being automatically placed by the program.

Ground altituderparameter is used to make reference preselection mode of alignment procedure work
effectively for oblique imagery. See Aligning photos for details.

Camera, marker and scale bar accuracy can be set per item (i.d. per camera/marker/scale bar) using
Accuracy column on the Reference pane. Accuracy values can be typed in on the pane per item or for a
group of selected items. Alternatively accuracy values can be uploaded along with camera/marker data
asatext file (see Assigning reference coordinates subsection of Setting coordinate system). Additionally,
different accuracy per coordinate can beindicated using "/" as a separator between valuesin the Accuracy
column.

GPS/INS offset values input by the user can aso be adjusted by Metashape with respect to measurement
accuracy that may beindicated on the GPS/INS tab of Camera Calibration dialog. Uncheck [FiX(GPS/INS
offset box to allow for adjustment procedure.
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Generally it isreasonableto run optimization procedure based on markersdataonly. It isdueto thefact that
GCPs coordinates are measured with significantly higher accuracy compared to GPS data that indicates
camera positions. Thus, markers data are sure to give more precise optimization results. Moreover, quite
often GCP and camera coordinates are measured in different coordinate systems, that also prevents from
using both cameras and markers data in optimization simultaneously.

The results of the optimization procedure can be evaluated with the help of error information on the
Reference pane. In addition, distortion plot can be inspected along with mean residuals visualized per
calibration group. Thisdatais available from Camera Calibration dialog (Tools menu), from context menu
of a camera group - Distortion Plot... command. Note that residuals are averaged per cell of an image
and then across all the images in a camera group. Scale reference under the plot indicates the scale of the
distortiong/residuals. Read more in What do the errors in the Reference pane mean? section.

In case optimization results does not seem to be satisfactory, you can try recalculating with lower values
of accuracy parameters, i.e. assuming ground control measurements to be more accurate.

Covariance matrix

If additional analysesisrequired, extraoptionEsti mate ti e poi nt covarirancercanbe selected
on running the Optimization procedure. As a result, Metashape will calculate covariance matrix for
the bundle adjustment calculations. Covariance matrix captures the uncertainty of the transformation.
Covariance matrix diagonal elementsarevariances, oiiz; the positive squareroot of thevariance, , iscalled
the standard deviation. Standard deviation values for the camera position coordinates and rotation angles
can beinspected on the Reference pane=View:V ariance tab. Covariance matrix off-diagonal elementsare
covariances, 4ij. The value of each covariance reflects the degree of correl ation between the corresponding
parameters. Calculated covariance valuesfor the tie points can be inspected in the Model view using Point
Cloud Covariance command available from View Mode submenu of Model menu. Vector associated with
each tie point indicates the direction and value of the largest error for thetie point estimated position (large
semi-axis of the error ellipsoid determined by the covariance values). The color code is amed to help to
perceive the general distribution of the errors across the tie point cloud at a glance.

Scale bar based optimization

Scale bar is program representation of any known distance within the scene. It can be a standard ruler or
a specialy prepared bar of a known length. Scale bar is a handy tool to add supportive reference data to
your project. They can prove to be useful when there is no way to locate ground control points al over
the scene. Scale bars allow to save field work time, since it is significantly easier to place several scale
bars with precisely known length, than to measure coordinates of afew markers using special equipment.
In addition, Metashape allows to place scale bar instances between cameras, thus making it possible to
avoid not only marker but ruler placement within the scene as well. Surely, scale bar based information
will not be enough to set a coordinate system, however, the information can be successfully used while
optimizing the results of photo alignment. It will aso be enough to perform measurements in Metashape
software. See Performing measurements on 3D model.

To add a scale bar between markers

1. Placemarkersat the start and end points of the bar. For information on marker placement please refer
to the Setting coordinate system section of the manual.

2. Select both markers on the Reference pane using Ctrl button.

Select B Create Scale Bar command form the Model view context menu. The scale bar will be
created and an instant added to the Scale Bar list on the Reference pane.
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5.

Switch to the E View Source mode using the Reference pane toolbar button.

Double click on the Distance (m) box next to the newly created scale bar name and enter the known
length of the bar in meters.

To add a scale bar between camer as

1

Select the two cameras on the Workspace or Reference pane using Ctrl button. Alternatively, the
cameras can be selected in the Model view window using selecting tools from the toolbar.

Select E& Create Scale Bar command form the context menu. The scale bar will be created and an
instant added to the Scale Bar list on the Reference pane.

Switch to the E View Source mode using the Reference pane toolbar button.

Double click on the Distance (m) box next to the newly created scale bar name and enter the known
length of the bar in meters.

Torun scale bar based optimization

1.

2.

On the Reference pane check all scale bars to be used in optimization procedure.

Click &% Setti ngs toolbar button on the Reference pane. In the Reference pane Settings dialog box
specify the assumed accuracy of scale bars measurements.

Click OK button.

Click & Optimize toolbar button. In Optimize Camera Alignment dialog box check additional
camera parameters to be optimized if needed. Click OK button to start optimization.

After the optimization is complete, cameras and markers estimated coordinates will be updated aswell as
all the georeferencing errors. To analyze optimization results switch to the View Estimated mode using
the Reference pane toolbar button. In scale bar section of the Reference pane estimated scale bar distance

will be displayed.
Todeletea scale bar
1. Select the scale bar to be deleted on the Reference pane.

2.

3.

Right-click on it and chose Remove Scale Bars command from the context menu.

Click OK for the selected scale bar to be deleted.

What do the errors in the Reference pane

mean?

To analyze errors switch to the View Errors mode using the Reference pane toolbar button.

Camer as section

1.

Error (m) - residual error per coordinate or in 3D space. That is distance between the input (source)
and estimated positions of the camera.
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2. Error (deg) - residua error per orientation angle or in 3D space (that is root mean sgquare error
calculated over all three orientation angles).

3. Error (pix) - root mean square reprojection error calculated over al valid tie points detected on the
photo.

Reprojection error is the distance between the point on the image where a reconstructed 3D point can be
projected and the original projection of that 3D point detected on the photo and used as a basis for the
3D point reconstruction procedure.

Markers section

1. Error (m) - residual error per coordinate or in 3D space. That is distance between the input (source)
and estimated positions of the marker.

2. FError (pix) - root mean sguare reprojection error for the marker calculated over all photos where
marker isvisible.

If the total reprojection error for some marker seems to be too large, it is recommended to inspect
reprojection errors for the marker on individual photos. The information is available with Show Info
command from the marker context menu on the Reference pane.

In Metashape estimated check point coordinates displayed in the Reference pane (@ndithe error walties
aswell)rare cal culated based on minimization of the reprojection error only, without taking into account
measured check point coordinates in gpacenSo they do not correspond to adjusted coordinates from the
bundle adjustment step, and are calculated from weighted image imeasurementsalone:

Whereasithe estimated coordinates of the control points correspond to the adjusted values, that is, they
are calculated taking into account both reprojection error and measured object space coordinates. Similar
behavioriscommon forother software packagesandiasoiallows for better detection of the measurement
errors.

If you areinterested in the difference between measured (source) and triangulated (estimated) control point
coordinates only, you can temporary uncheck the corresponding entry in the Reference pane (thus making
it acheck point) and observethe valuesin the Errorstab. Note that Update button shouldn't be pressed after
conversion of the control point to the check point, otherwise the estimated values would be recal culated
with the given reference point excluded from the computation.

Scale Bar s section

®  Error (m) - residual error per coordinate or in 3D space. That is difference between the input (source)
scale bar length and the measured distance between two cameras or markers representing start and
end points of the scale bar.

Total error is calculated as root mean square ©fieachicolumniof values:

Working with coded and non-coded targets

Overview

Coded and non-coded targets are specially prepared, yet quite simple, real world markers that can add up
to successful 3D model reconstruction of a scene. The difference between coded and non-coded targets
is that while a non-coded target looks like an ordinary full circle or afigure (circle / rectangular) with 4
segments, the coded target has aring parted in black and white segments around the central full circle.
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Coded targets advantages and limitations

Coded targets (CTs) can be used as markersto define local coordinate system and scal e of the model or as
true matchesto improve photo alignment procedure. M etashape functionality includes automatic detection
and matching of CTson source photos, which allowsto benefit from marker implementation in the project
while saving time on manual marker placement. Moreover, automatic CTs detection and marker placement
is more precise then manual marker placement.

Metashape supports four types of circle CTs: 12 hit, 14 bit, 16 bit and 20 bit. While 12 hit pattern is
considered to be decoded more precisely, whereas 14 bit, 16 bit and 20 bit patterns allow for a greater
number of CTsto be used within the same project.

To be detected successfully CTs must take up a significant number of pixels on the original photos. This
leadsto anatural limitation of CTsimplementation: while they generally proveto be useful in close-range
imagery projects, aerial photography projects will demand too huge CTsto be placed on the ground, for
the CTsto be detected correctly.

Coded targets in workflow

Sets of all patterns of CTs supported by Metashape can be generated by the program itself.

To createa printable PDF with coded targets

1. Select Print Markers... command from the Tools menu.

2. Specify the CTstype and desired print parametersin Print Markers dialog.
3. Click OK.

Once generated, the pattern set can be printed and the CTs can be placed over the scene to be shot and
reconstructed.

When the images with CTs seen on them are uploaded to the program, Metashape can detect and match
the CTs automatically.

To detect coded tar gets on sour ce images

1. Select Detect Markers... command from the Tools menu.

2. Specify parameters of detector in Detect Markers dialog according to the CTstype.

3. Click OK.

M etashape will detect and match CTs and add corresponding markers to the Reference pane.

CTs generated with Metashape software contain even number of sectors. However, previous versions of
M etashape software had no restriction of the kind. Thus, if the project to be processed contains CTs from
previousversions of M etashape software, it isrequired to disable parity check in order to make the detector
work.

Non-coded targets implementation

Non-coded targets can al so be automatically detected by Metashape (see Detect Markersdialog). However,
for non-coded targets to be matched automatically, it is necessary to run align photos procedure first.
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Non-coded targets are more appropriate for aerial surveying projects due to the simplicity of the pattern to
be printed on alarge scale. When non-coded targets are detected M etashape all ows automatic matching of
detected non-coded targets with referencing coordinates imported from file. To do that, when importing
referencing coordinates check thel gnor e (Fabelisiboxin the Import CSV dialog. Metashape will try to
match non-coded targets markers with imported referencing coordinates markers, in case of successnons
codeditargets markers will have corresponding coordinates. In case automatic matching does not work or
works with errors, manual assignment of an identifier is required if some referencing coordinates are to

be imported from afile correctly.

Non-coded targets.
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Chapter 5. Measurements

Performing measurements on 3D model

M etashape supports measuring of distances on the model, as well as of surface area and volume of the
reconstructed 3D model. All the instructions of this section are applicable for working in the Model view
of the program window, both for analysis of Dense Point Cloud or of Mesh data. When working in the
Model view, all measurements are performed in 3D space, unlike measurements in Ortho view, which
are planar ones.

Distance measurement

Metashape enables measurements of distances between the points of the reconstructed 3D scene.
Obviously, model coordinate system must be initialized before the distance measurements can be
performed. Alternatively, the model can be scaled based on known distance (scale bar) information to
become suitable for measurements. For instructions on setting coordinate system pleaserefer to the Setting
coordinate system section of the manual. Scale bar concept is described in the Optimization section.

To measuredistance

L Select 4 Ruler instrument from the Toolbar of the Model view.

2. Click on the point of the model where the measurement should be started from.

3. Upon the second click on the model the distance between the indicated points will be shown right
in the Model view.

4. Thedistance can be measured along the polyline drawn with the Ruler.

5. To complete the measurement and to proceed to a new one, please press Escape button on the
keyboard. The result of the measurement will be shown on the Console pane

Shape drawing is enabled in Model view as well. See Shapes section of the manual for information on
shape drawing. Measure command available from the context menu of a selected shape allowsto learn the
coordinates of the vertices aswell as the perimeter of the shape.

To measure several distances between pairs of points and automatically keep the resulting data, markers
can be used.

To measur e distance between two markers

1. Placethe markersin the scene at the targeted locations. For information on marker placement please
refer to the Setting coordinate system section of the manual.

2. Select both markersto be used for distance measurements on the Reference pane using Ctrl button.

Select & Create Scale Bar command form the 3D view context menu. The scale bar will be created
and an instant added to the Scale Bar list on the Reference pane.

Switch to the estimated values mode using @ View Estimated button from the Reference pane
toolbar.
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5.

The estimated distance for the newly created scale bar equals to the distance that should have been
measured.

To measur e distance between camer as

1. Select the two cameras on the Workspace or Reference pane using Ctrl button. Alternatively, the
cameras can be selected in the Model view window using selecting tools from the Toolbar.

2 Select B2 Create Scale Bar command form the context menu. The scale bar will be created and an
instant added to the Scale Bar list on the Reference pane.

3. Switch to the estimated values mode using @ View Estimated button from the Reference pane
toolbar.

4. The estimated distance for the newly created scale bar equals to the distance that should have been
measured.

£ Note

« Please note that the scale bar used for distance measurements must be unchecked on the
Reference pane.
£ Note

« The distance values measured by Metashape are displayed in meters.

Shape-based measurements

Polyline and Polygon measur ements

1

2.

3.

4,

o

Indicate a line to make a cut of the model usi ng’o\ Draw Polyline '/ Draw Polygon tool from the
Model view.

Double click on the last point to indicate the end of a polyline.
Right button click on the polyline/polygon and select Measure... command from the context menu.

In the Measure Shape dialog displayed coordinates points, perimeter and coordinate system.

Point measur ement

1

2.

3.

Select Point measurement from the Toolbar of the Model view.
Right button click on the point and select Measure... command from the context menu.

In the Measure Shape dialog displayed coordinate point and coordinate system.

Surface area and volume measurement

Surface area or volume measurements of the reconstructed 3D model can be performed only after the scale
or coordinate system of the scene is defined. For instructions on setting coordinate system please refer to
the Setting coordinate system section of the manual.
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To measure surface area and volume
1. Select Measure Areaand Volume... command from the Tools menu.

2. Thewhole model surface areaand volume will be displayed in the Measure Areaand Volume dialog
box. Surface area is measured in square meters, while mesh volume is measured in cubic meters.

V olume measurement can be performed only for the models with closed geometry. If there are any holes
in the model surface Metashape will report zero volume. Existing holes in the mesh surface can be filled
in before performing volume measurements using Close Holes... command from the Tools menu.

Performing measurements on DEM

Metashape is capable of DEM-based point, distance, area, and volume measurements as well as of
generating cross-sections for a part of the scene selected by the user. Additionally, contour lines can be
calculated for the model and depicted either over DEM or Orthomosaic in Ortho view within Metashape
environment. Measurements on the DEM are controlled with shapes: points, polylines and polygons. For
information about how to create and work with shapes please refer to Shapes section of the manual.

Point measurement

Ortho view allows to measure coordinates of any point on the reconstructed model. X and Y coordinates
of the point indicated with the cursor as well as height of the point above the vertical datum selected by
the user are shown in the bottom right corner of the Ortho view.

Distance measurement

To measuredistance with a Ruler

L Select & Ruler instrument from the Toolbar of the Ortho view.

2. Click on the point of the DEM where the measurement should be started from.

3. Upon the second click on the DEM the distance between the indicated points will be shown right
in the Ortho view.

4. Thedistance can be measured along the polyline drawn with the Ruler.

5.  To complete the measurement and to proceed to a new one, please press Escape button on the
keyboard. The result of the measurement will be shown on the Consol e pane

To measure distance with shapes

1 Connect the points of interest with a polyline using A Draw Polyline tool from the Ortho view

toolbar.
2. Double click on the last point to indicate the end of a polyline.
3. Right button click on the polyline and select Measure... command from the context menu.

4. In the Measure Shape dialog inspect the results. Perimeter value equals to the distance that should
have been measured.

In addition to polyline length value (see perimeter value in the Measure Shape), coordinates of the vertices
of the polyline are shown on the Planar tab of the Measure Shape dialog.
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4 Note

« Measure option is available from the context menu of a selected polyline. To select a polyline,
double-click onit. A selected polylineis colored in red.

Area and volume measurement

To measure area and volume

1 Draw apolygon on the DEM using _/Draw Polygon instrument to indicate the area to be measured.

2. Right button click on the polygon and select Measure... command from the context menu.

3. Inthe Measure Shape dialog inspect the results: see area value on the Planar tab and volume values
on the Volume tab.

M etashape allows to measure volume above best fit / mean level / custom level planes. Best fit and mean
level planes are calculated based on the drawn polygon vertices. Volume measured against custom level
plane allows to trace volume changes for the same area in the course of time.

4 Note

» Measure option is available from the context menu of a selected polygon. To select a polygon,
double-click onit. A selected polygon is colored in red.

Cross sections and contour lines

M etashape enables to calculate cross sections, using shapes to indicate the plane(s) for a cut(s), the cut
being made with aplane parallel to Z axis. For apolyline/polygon the program will calculate profilesalong
all the edges starting from the first drawn side.

To calculate cross section

1 , . . , i
Indicate a line to make a cut of the model using Draw Polyline / '—' Draw Polygon tool from
the Ortho view toolbar.

2. Double click on the last point to indicate the end of a polyline.

3. Right button click on the polyline/polygon and select Measure... command from the context menu.

4. Inthe Measure Shape dialog inspect the results on the Profile tab of the dialog.

Generate Contours... command is available either from DEM label context menu on the Workspace pane
or from the Tools menu.

To generate contours
1. Select Generate Contours... command from Tools menu.
2. Inthe Generate Contours dialog select DEM as the source data for calculation.

3.  Setvauesfor Minimal atitude, Maximal altitude parameters as well asthe Interval for the contours.
All the values should be indicated in meters.
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4. Click OK button once done.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

6. When the procedure is finished, a shape layer with "contours" label will be added to the project file
structure shown on the Workspace pane.

Contour lines can be exported using Export Contours command from the contour lines label context menu
on the Workspace pane. Alternatively the command is available from the File menu. In the Export Contour
Linesdialog it is necessary to select the type of the contour linesto be exported. A shape file can store the
lines of the same type only: either polygons or polylines.

Transform DEM

M etashape supports processing of transformation DEM. Y ou can subtract different DEM and observed
changes.

To calculatetransform DEM
1. Select DEM from which you want to transform on the Workspace pane.
2.  Select Transform DEM... command from Tools menu.

3. Inthe Transform DEM... dialog select the check Calculation difference box and select the file from
the drop-down list for calculation.

4. Press OK button to calculate transform DEM.

5. Inthedialog box click Y es buttonfifiyouwantto create a new filewith restlticalculation?! f you press
Nobutton;the result will be'savedinithe selected file!

6. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

7.  When the procedure is finished, a layer with transform DEM label will be added to the project file
structure shown on the Workspace pane.

Vegetation indices calculation

Multispectral cameras

Metashape enables to calculate NDVI and other vegetation indices based on the multispectral imagery
input. Vegetation index formula can be set by the user, thus allowing for great flexibility in dataanalysis.
Calculated data can be exported asagrid of floating point index values calculated per pixel of orthomosaic
or as an orthomosaic in pseudocolors according to a palette set by the user. In case severa indices
are calculated for the same orthomosaic, the results can be exported as a multichannel orthomosaic,
one channel per index. Furthermore, values of 3 different vegetation indices can be mixed to represent
combined results as afalse color "RGB" image.

Calibrate Reflectance

In Metashape you can execute the reflectance calibration of multispectral image data acquired using Parrot
Sequoia or MicaSense RedEdge cameras. Images from Parrot Sequoia and MicaSense RedEdge can be
loaded at once for all bands. If the images are stored in several folders, the same operation should be
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repeated for each folder. Metashape can automatically sort out those calibration images to the special
camera folder in the Workspace pane if the image meta-data says that the images are for calibration. The
imageswill be disabled automatically (not to be used in actual processing). If thereisno such information
in the image meta-data, the calibration images will be detected automatically in calibrate reflectance.

[ Note

» Please remember to add reflectance calibration images.
1. Choose Calibrate Reflectance from the Tools menu.

2. PressLocate Panelsbutton. Asaresult the images with the panel will be moved to the separate folder
and the masks would be applied to cover everything on the images except the pandl itself. If you are
using the panel for the first time, and its calibration is not added to Metashape internal database yet,
you will be prompted to load calibration from CSV file.

3. If youdon't have aCSV filewith calibration information, you can enter calibration values manually.
It can be done manually in Calibrate Reflectance dialog or using Select Pandl... button. In the Select
Reflectance Panel dialog it is possible to: load reflectance information from a CSV file; save current
table (wavelength / reflectance factor); edit the name of a panel in the database (the nameis used in
Calibrate Reflectance dialog); remove the panel from the database.

4. Check on Use reflectance panel and Use sun sensor options in the Calibrate Reflectance dialog to
perform calibration based on panel data and/or image meta information.

5. Click OK to start calibration process.

To calculate a vegetation index
1. Open orthomosaic in the Ortho tab double-clicking on the orthomosaic label on the Workspace pane.

2 Open Raster Calculatoritool using " Raster @aleulatorbutton from the Ortho view toolbar.

3. Ontheleft-hand side of the Transform tab of the Raster Calculator dialog all the bands of the input
imagesarelisted. Set avegetation index expression on the Output Bands side of thetab using keyboard
input and operator buttons of the raster calculator if necessary. If the expression isvalid, the line will

be marked with "Q“;?si gn.

Y ou can set several vegetation index expressionsto be calculated. Use Q X buttons to add/delete
linesin thelist of output bands.

5. Click OK button to have the index (or indices) calculated. The result - orthomosaic with vegetation
index (or indices) information, each index being stored in a separate channel, can be exported with
Export orthomosaic command from the File menu. For guidance on the export procedure, please refer
to NDVI data export section of the manual.

6. Alternatively to Step 5, if you would like to have the index visualized in Ortho view of Metashape
window for inspection, follow Steps 6-12. Check Enable transform box and switch to the Palette tab
of the Raster Calculator dialog.

7. Select output band intWselband field on the Palette tab.

Click 'TIDU pdate button to have the histogram of the index values shown on the left-hand side of the
Palette tab.
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9. Select the range of meaningful index values either manually on the histogram or apply automatically
calculated range with the Auto button at the bottom of the tab.

10. Select palette preset from the drop-down list on the right-hand side of the Palette tab.

11. Click Apply button. Once the operation is completed - al the vegetation indices are calculated, the
index values stored in the selected output band (indices cal culated according to the selected output
band expression set on the Transform tab of the Raster Calculator) will be shown in the Ortho view,
index values being visualized with pseudocolors according to the palette set in the Raster Cal cul ator
dialog.

12. You can either continue your work in Raster Calculator or click OK button to close the dialog.

Pal ette defines the color for each index value to be shown with. M etashape offers several standard pal ette
presets on the Palette tab of the Raster Calculator dialog. A preset (Heat, NDV1, Gray scal€) can be chosen
from the drop-down list on the Palette tab of the Raster Calculator dialog. Alternatively, the user can

upload the palette from a Surfer Color Spectrum (*.clr) file (= Import Palette), preliminary prepared in
an external tool.

The palette can a so be edited within Metashape environment using l:::'Add Color and @ Remove Color
buttons on the Palette tab of the Raster Calculator dialog. For each new line added to the palette a certain
index value should be typed in. Double click on the newly added line to type the value in. A customized

palette can be saved for future projects using HExport Palette button on the Palette tab of the Raster
Calculator dialog.

The range of meaningful index values can be manually adjusted on the left-hand side of the Palette tab or
set automatically with the Auto button at the bottom of the tab. Interpolate colors option can be checked
to introduce intermediate colors to the output image.

False color value on the drop-down list of the palette presets allows to visualize combined results of
particular 3 vegetation indices tackled as false RGB colors.

4 Note

« If you change the index expression for selected output band on the Transform tab, do not forget
to adjust Palette settings for visualization purposes: click Update button on the Palette tab to
have the histogram of the index values updated, set the range of the meaningful values, chose
the proper color palette.

« If you would like to inspect values of a different vegetation index, not the one already shown,
you need to set the corresponding formula in the selected band of the Output Band list on the
Transform tab of the Raster Calculator dialog.

* If you would like to see original multispectral orthomosaic, with no index calculation applied,
uncheck Enable transform option on the Transform tab of the Raster Calculator dialog and
click Apply/OK button. If the input images have three channels marked as R, G, B, then the
orthomosaic will be visualized as an RGB image (or false RGB). Otherwise, the spectral data
from the first channel will be visualized in gray scale.

Modified visible range cameras

Modified visible range cameras provide data in the form of three channel imagery, but those channels
do not contain standard R, G, B spectrum range information due to some physical manipulation done on
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the sensor.-For example, a Colored Infrared (CIR) cameraby MAVinci records Red+NIR datain the first
channel, Green+NIR datain the second channel, and NIR datain the third one.

Modified visible range cameras are used for vegetation monitoring along with multispectral cameras. To
cal culate vegetation indices with M etashape the data captured with a modified camera should be calibrated
first. This means we need to get pure R, G, NIR values to apply vegetation index formula. To perform
the calibration, one needs calibration matrix data. In this context, a calibration matrix is amatrix of linear
transformation of source light intensity values in each channel into absolute values of intensity.

In case of CIR cameraby MAVinci, calibration matrix can be calculated based on the histograms for the
following relations: NIR/R, NIR/G. Calibration matrix spectrum values will be equa to the values of the
cut offs (kgr, kg) of the corresponding histograms. C ={(kg, 0, -1), (0, kg, -1), (0, 0, 1)} . Then the vector of
the absolute intensity values for R, G, NIR spectrum bands, scaled according to NIR intensity value, can
be calculated as X,=C* X, where C [3x3]- CIR calibration matrix, Xg [3x1]- vector of the source values
of the intensity for each band.

M etashape offers dialog to manually input values of the calibration matrix - see Color Matrix section of
the CIR Calibration tab in the Raster Calculator dialog. (Thetab is available for 3 bands imagery only. If
the project deals with multispectral imagery, thereis no need to calibrate the data.) One can either printin
the values, or select the values with dliders on the histograms. For a CIR cameraby MAVinci, calibration
matrix values can be set automatically with the Auto button.

Once the calibration matrix values are set, click Apply button for Metashape to perform the calibration.
After that you can proceed to Transform and Palette tabs of the Raster Calculator to calcul ate vegetation
indices as described in the section above. Metashape will use calibrated values as Input Bands on the
Transform tab.

Index based contour lines

M etashape enables to cal culate contour lines based on the calculated index values.

To calculate contour lines based on vegetation index data

1. Select Generate Contours... command from the orthomosaic icon context menu on the Workspace
pane, while index data is shown in the Ortho view.

2. Select Orthomosaic as the source for the contours calculation.
3. Adjust the min/max value and the interval parameters for the task.
4. Press OK button to calculate index values.

5. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

6. When the procedure is finished, a shape layer with "contours' label will be added to the project file
structure shown on the Workspace pane. The contour lines will be shown over the index data on the
Ortho tab.

Stereoscopic measurements and vectorization

Metashape supports performing measurements and vectorization in stereo mode on stereo pairs
(overlapping photos). Before starting to use stereo mode the parameters of Stereoscopic Display Mode for
the current hardware needs to be adjusted in the General tab of Preferences dialog available from Tools
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menu.-M etashape supports (Anaglyphy Hardware; Vertical'Splitiand (Horizontal Splitistereo modessThe
parameters of the 3D controller can be adjusted in the Navigation(preferencesitab.

Working with stereo pairsin Metashapeis performedin Model view panewith Top predefined view set up.

Setting up stereo mode

1. Align photos. (For more information about photo alignment refer to Aligning photos section)
2. Switch to Model view pane.

3. Sdlect Top command from Predefined Views submenu of Model menu.

4, Select Stereo mode view command from the View Mode submenu of the Model menu.

Turn on stereo pair overlay by clicking == Show Images toolbar button.

Navigation
1. Navigate through overlaying stereo pair with right mouse button pressed.

2. Tocontrol 3D cursor depth, navigate with the right mouse button and Shift key pressed. When using
the 3D controller, height change is performed with the help of a special whesl.

Stereo pair selection
1. Right button click on the area of interest on the model and select Filter by point command.

2. Inthe Photos pane select both images of a stereo pair, right click on the selection and choose Look
Through command.

3. To avoid switching between stereo pairs while navigating through model, lock current overlaying

stereo pair by clicking D Lock Image toolbar button.

4. Incaseyou need to select another stereo pair, repeat step two.

M easur ements and vectorization

1 To measure distance click & Ruler toolbar button, hold right mouse button and left click on the first
point, than move 3D cursor to the next point and left click on it.

2 To draw point, click ¥ Draw Point toolbar button and left click on the point of your interest.
To draw polyline click Draw Polyline toolbar button, left click on the first point, than move 3D
cursor to the next point, and left click on it. Perform double left click to finish the polyline.

4. -

To draw polygon click " Draw Polygon toolbar button, left click on the first point, than move 3D
cursor to the next point, and left click on it. Perform double | eft click to finish the polygon.
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Chapter 6. Editing

Using masks

Overview

Masks are used in Metashape to specify the areas on the photos which can otherwise be confusing to
the program or lead to incorrect reconstruction results. Masks can be applied at the following stages of
processing:

» Matching of theimages

Building Depth Maps

Building Mesh from the depth maps source with the strict volumetric masks option applied
Building Texture

Building Tiled Model

Building Orthomosaic

Alignment of the photos

Masked areas can be excluded during feature point detection. Thus, the objects on the masked parts
of the photos are not taken into account while estimating camera positions. This is important in the
setups, where the object of interest is not static with respect to the scene, like when using aturn table
to capture the photos.

Masking may be also useful when the object of interest occupies only a small part of the photo. In
this case a small number of useful matches can be filtered out mistakenly as a noise among a much
greater number of matches between background objects.

Building dense point cloud

While building dense point cloud, masked areas are not used in the depth maps computation process.
Masking can be used to reduce the resulting dense cloud complexity, by eliminating the areas on the
photos that are not of interest.

Masked areas are always excluded from processing during dense point cloud and texture generation
stages, including Tiled Model generation process.

Let'stake for instance a set of photos of some object. Along with an object itself on each photo some
background areas are present. These areas may be useful for more precise camera positioning, so it
is better to use them while aligning the photos. However, impact of these areas at the building dense
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point cloud is exactly opposite: the resulting model will contain object of interest and its background.
Background geometry will "consume" some part of mesh polygons that could be otherwise used for
modeling the main object.

Setting the masks for such background areas allows to avoid this problem and increases the precision
and quality of geometry reconstruction.

Building texture atlas

During texture atlas generation (for single mesh model and tiled model), masked areas on the photos
are not used for texturing. Masking areas on the photosthat are occluded by outliers or obstacles helps
to prevent the "ghosting” effect on the resulting texture atlas.

Loading masks

Masks can be loaded from external sources, as well as generated automatically from background images
if such datais available. Metashape supports |oading masks from the following sources:

» From alphachannel of the source photos.

» From separate images.

» Generated from background photos based on background differencing technique.

» Based on reconstructed 3D model.

Toimport masks

1

2.

Select Import Masks... command from the File menu.
In the Import Mask dialog select suitable parameters. Click OK button when done.

When generating masks from separate or background images, the folder selection dialog will appear.
Browse to the folder containing corresponding images and select it.

The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.

The following parameters can be specified during mask import:

Method

Specifies the source of the mask data.

Fr om @Alspha=il oad masks from alpha channel of the source photos.
Fr om Eimlwem=l oad masks from separate images.

Fr om Background=generate masks from background photos.

Fr om (vbdelm=igenerate masks based on reconstructed model.

Operation

Specifies the action to be done in case a second mask is imported for the photo.
Replracenenti=nnew mask will be loaded and stored instead of the original one.
Wnimonm=two masks will be united and stored.

I'ntrersectironi=ithe intersection of the two maskswill be stored as a new mask for the photo.
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Di-f f-erence-only the difference between two masks will be stored as a new mask for the photo.

Filename template (not used in Fr om @l'pha mode)

Specifies the file name template used to generate mask file names. This template can contain special
tokens, that will be substituted by corresponding data for each photo being processed. The following
tokens are supported:

{ifrinlrename}=file name of the source photo without extension.
{ifrinlreexti}r=extension of the source photo.
{icanera}=cameralabel.

{firanme}=iframe number.

{ifrinlrenum=isequential number of the mask being imported.

For example, {filename} _mask.png template can be used if masks are available in PNG format and
have alimask suffix:

Tolerance (Fr om (Background methodonly)

Specifies the tolerance threshold used for background differencing. Tolerance value should be set
according to the color separation between foreground and background pixels. For larger separation
higher tolerance values can be used.

Apply to

Specifies whether masks should be imported for the currently opened photo, active chunk or entire
Workspace.

Al |  eanmerass=sload masks for active chunk.
Enti r e workspace=load masksfor al chunksin the project.
Sel ect ed eanemass=load mask for the currently checked cameras (if any).

Current (Ehetior=load mask for the currently opened photo (if any).

Editing masks

Modification of the current mask is performed by adding or subtracting selections. A selection is created
with one of the supported selection tools and is not incorporated in the current mask until it ismerged with
amask using Add Selection or Subtract Selection operations.

To edit the mask

1

Open the photo to be masked by double clicking on its name on the Workspace / Photeipane. The
photo will be opened in the main window. The existing mask will be displayed as a shaded region
on the photo.

Select the desired selection tool and generate a selection.

Selection to subtract the selection from the mask. #-.. Invert Selection button allows to invert current
selection prior to adding or subtracting it from the mask.

The following tools can be used for creating selections:
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L—41 Rectangle selection tool
Rectangle selection tool is used to select large areas or to clean up the mask after other selection tools
were applied.

% Intelligent scissorstool
Intelligent scissorsis used to generate a selection by specifying its boundary. The boundary isformed
by selecting a sequence of vertices with a mouse, which are automatically connected with segments.
The segments can be formed either by straight lines, or by curved contours snapped to the object
boundaries. To enable snapping, hold Ctrl key while selecting the next vertex. To complete the
selection, the boundary should be closed by clicking on the first boundary vertex.

% ntelligent paint tool
Intelligent paint tool is used to "paint" a selection by the mouse, continuously adding small image
regions, bounded by object boundaries.

M agic wand tool
Magic Wand tool is used to select uniform areas of the image. To make a selection with a Magic
Wand tool, click inside the region to be selected.

The range of pixel colors selected by Magic Wand is controlled by the tolerance value. At lower
tolerance values the tool selects fewer colors similar to the pixel you click with the Magic Wand tool.
Higher value broadens the range of colors selected.

[ Note

« Toadd new areato the current selection hold the Ctrl key during selection of additional area.

« To subtract a part from the current selection hold the Shift key during selection of the area to
be subtracted.

» Toreset mask selection on the current photo press Esc key.

A mask can beinverted using Invert Mask command from the Edit menu. The command is active in Photo
view only. Alternatively, you can invert masks either for selected cameras or for al cameras in a chunk
using Invert Masks... command from a photo context menu on the Photos pane.

The masks are generated individually for each image. If some object should be masked out, it should be
masked out on all photos, where that object appears.

Saving masks

Created masks can be also saved for external editing or storage.

To export masks

1. Select Export Masks... command from the File menu.

2. Inthe Export Mask dialog select suitable parameters. Click OK button when done.
3. Browseto the folder where the masks should be saved and select it.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.
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The following parameters can be specified during mask export:

Export masksfor

Specifies whether masks should be exported for the currently opened photo, active chunk or entire
Workspace.

Current (photio=isave mask for the currently opened photo (if any).
Act i ve chunks=save masks for active chunk.

Ent i r e workspace=isave masksfor al chunksin the project.

Filetype

Specifies the type of generated files.
Si ngl e channel nmask (immage=generates single channel black and white mask images.

| mage wi t h al pha ehannels=igenerates color images from source photos combined with mask
datain alphachannel.

Mask file names

Specifies the file name template used to generate mask file names. This template can contain special
tokens, that will be substituted by corresponding data for each photo being processed. The following
tokens are supported:

{ifrinlrenanme}=ifile name of the source photo without extension.
{fiinlveexti}=extension of the source photo.
{icamera}=icameralabel.

{firanme}=frame number.

{fiinlrenumi=isequential number of the mask being exported.

For example, { filename} _mask.png template can be used to export masksin PNG format with _nmask
suffix.

4 I Note

< When importing/exporting mask for the current photo only, Metashape will prompt for the actual
image instead of image folder. Mask file names parameter will not be used in this case.

Editing point cloud

The following point cloud editing tools are available in M etashape:

» Automatic filtering based on specified criterion (sparse cloud only)

Automatic filtering based on applied masks (dense cloud only)
Automatic filtering based on points colors (dense cloud only)
Automatic filtering by class (dense cloud only)

Automatic filtering by selection (dense cloud only)

Automatic filtering by confidence (dense cloud only)
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 Reducing number of pointsin point cloud by setting tie point per photo limit (sparse cloud only)
» Reducing number of dense cloud points by setting up point spacing value
* Colorize dense point cloud

e Manual points removal

£ Note

 Point cloud editing operation can be undone/redone using Undo/Redo command from the Edit
menu.

Filtering points based on specified criterion

In some cases it may be useful to find out where the points with high reprojection error are located within
the sparse cloud, or remove points representing high amount of noise. Point cloud filtering hel ps to select
such points, which usually are supposed to be removed.

M etashape supports the following criteriafor point cloud filtering:

Reprojection error
High reprojection error usualy indicates poor localization accuracy of the corresponding point
projections at the point matching step. It is also typical for false matches. Removing such points can
improve accuracy of the subsequent optimization step.

Reconstruction uncertainty
High reconstruction uncertainty is typical for points, reconstructed from nearby photos with small
baseline. Such points can noticeably deviate from the object surface, introducing noise in the point
cloud. While removal of such points should not affect the accuracy of optimization, it may be useful
to remove them before building geometry in Point Cloud mode or for better visual appearance of the
point cloud.

I mage count
M etashape reconstruct all the points that are visible at |east on two photos. However, points that are
visible only on two photos are likely to be located with poor accuracy. Image count filtering enables
to remove such unreliable points from the cloud.

Projection Accuracy
Thiscriterion alowsto filter out pointswhich projectionswererelatively poorer localized dueto their
bigger-size.

Toremove points based on specified criterion

1 Switch to Point Cloud view mode using 88 Point Cloud toolbar button.

2.  Select Gradua Selection... command from the Model menu.

3. Inthe Gradua Selection dialog box specify the criterion to be used for filtering. Adjust the threshold
level using the slider. Y ou can observe how the selection changes while dragging the slider. Click
OK buitton to finalize the selection.

To remove selected points use Delete Selection command from the Edit menu or click X Delete
Selection toolbar button (or simply press Del button on the keyboard).
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Filtering points based on applied masks

Toremove points based on applied masks

1

Switch to Dense Cloud view mode using =25 Dense Cloud toolbar button.
Choose Select Masked Points... command from the Dense Cloud submenu of the Tools menu.

In the Select Masked Points dialog box indicate the photos whose masks to be taken into account.
Adjust the edge softness level using the dlider. Click OK button to run the selection procedure.

To remove selected points use Delete Selection command from the Edit menu or click X Delete
Selection toolbar button (or simply press Del button on the keyboard).

Filtering points based on points colors

Toremove points based on points colors

1

Switch to Dense Cloud view mode using =5 Dense Cloud toolbar button.
Choose Select Points by Color... command from the Dense Cloud submenu of the Tools menu.

In the Select Points by Color dialog box the color to be used as the criterion. Adjust the tolerance
level using the slider. Click OK button to run the selection procedure.

To remove selected points use Delete Selection command from the Edit menu or click X Delete
Selection toolbar button (or simply press Del button on the keyboard).

Filtering points by class

To select objects of the same type in Dense Cloud, you can filter by class. Classification is performed
automatically, you should choose only the class interested.

Filter by class

1

Switch to Dense Cloud view mode using =5 Dense Cloud toolbar button.
Choose Filter By Class... command from the Dense Cloud submenu of the Tools menu.

In the Select Point Classes dialog box choose classes to be used asthefilter. Click OK button to run
the selection procedure.

The result of the filtering will be shown in the Model view.

Select Reset filter command from the Dense Cloud submenu of the Tools menu to cancel filtering
by classes

Filtering points by selection

Filter by selection

Switch to Dense Cloud view mode using Dense Cloud toolbar button.
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2 Select points to be filter .- Rectangle Selection, (.2 Circle Selection or -t Free-Form Selection

tools.
3. Choose Filter By Selection... command from the Dense Cloud submenu of the Tools menu.
4. Theresult of thefiltering will be shown in the Model view.

5. Select Reset filter command from the Dense (Cloudsubmenurof the Tools menu to cancel filtering
by classes

Filtering points by confidence

M etashape supports dense point cloud filtering by confidence value. To perform such filtering (Calculate
poi nt €onfidenceoption should be enabled in the Build Dense Cloud dial og before the dense point cloud
of interest is generated.

Filter by confidence

1 Switch to Dense Cloud view mode using =25 Dense Cloud Confidence toolbar button.

2. Choose Filter by Confidence... command from the Dense Cloud submenu of the Tools menu.

3. Inthe Select Confidence Range dialog box choose min and max value to be used as the filter. The
values define the number of depth maps involved in the point generation.

4. Click OK button to run the selection procedure.
5. Theresult of the filtering will be shown inthe Model view.

6. Select Reset filter command from the Dense Cloud submenu of the Tools menu to cancel filtering
by classes:

Tie point per photo limit

Filter

Tiepoint limit parameter could be adjusted before Align photos procedure. The number indicatesthe upper
limit for matching points for every image. Using zero value doesn't apply any tie-point filtering.

The number of tie points can a so be reduced after the alignment process with Tie Points&ThinPoint Cloud
command available from Tools menu. As a results sparse point cloud will be thinned, yet the alignment
will be kept unchanged.

dense cloud

In Metashape it is possible to reduce the number of the dense cloud points by setting the point spacing
parameter manually which defines the regular grid step.

Tofilter dense point cloud
1. Select Filter dense cloud command from the Dense Cloud submenu of the Tools menu.
2. IntheFilter Dense Cloud dialog box specify Point spacing in meters to be used.

3. Click OK bhutton to run the selection procedure.
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4. The progress dialog box will appear displaying the current processing status. To cancel processing
click Cancel button.
£ Note

« In the confirmation dialog box click Yes button if a new dense cloud instance with result
calculation should be created in the active chunk. If No button is pressed the dense cloud filtering
result will overwrite the active dense point cloud instance.

Colorize Dense Cloud

Metashape supports the option to colorize dense point clouds with the colors from the images or
orthomosaic.

To colorize dense cloud

1

Select an active Dense Cloud in the Workspace pane.
Choose Colorize Dense@loudicommand from the Dense Cloud submenu of the Tools menu.
In the Colorize Dense Cloud dialog box select Source data from Orthomosai c@rlmagesioption.

Click on the OK button to start the procedure. The progress dialog box will appear displaying the
current processing status.

Manual points removal

Incorrect points can be also removed manually.

Toremove pointsfrom a point cloud manually

1

Switch to Sparse Cloud view mode using 2& Point Cloud toolbar button or to Dense Cloud view

mode using Dense Cloud toolbar button.

Select points to be removed using L-. Rectangle Selection, -+ Circle Selection or 4 Free-Form
Selection tools. To add new points to the current selection hold the Ctrl key during selection of
additional points. To remove some points from the current selection hold the Shift key during
selection of pointsto be removed.

To delete selected points click the Pt Delete Selection toolbar button or select Delete Selection

command from the Edit menu. To crop selection to the selected points click the ﬁ Crop Selection
toolbar button or select Crop Selection command from the Edit menu.

Classifying dense cloud poeints

M etashape allows not only to generate and visualize dense point cloud but also to classify the pointswithin
it. There are two options: automatic division of all the pointsinto two classes - ground points and the rest,
and manual selection of agroup of points to be placed in a certain class from the standard list known for
LIDAR data. Dense cloud points classification opens way to customize Build Mesh step: you can choose
what type of objects within the scene you would like to be reconstructed and indicate the corresponding
point class as a source data for mesh generation. For example, if you build mesh or DEM based on ground
points only, it will be possible to export DTM (as opposed to DSM) at the next step.
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Automatic classification of ground points

For the user to avoid extramanual work Metashape offers feature for automatic detection of ground points.

To classify ground points automatically

1. Select Classify Ground Points... command from the Dense Cloud submenu of the Tools menu.

2. IntheClassify Ground Pointsdialog box select theSourcepointiclassfor the classification procedure.
3. Click OK button to run the classification procedure.

Automatic classification procedure consists of two steps. At the first step the dense cloud is divided into
cellsof acertain size. In each cell the lowest point is detected. Triangulation of these points givesthe first
approximation of the terrain model.

Additionally, at this step Metashape filters out some noise points to be handled as Low Points class.

At the second step new point is added to the ground class, providing that it satisfies two conditions: it lies
within a certain distance from the terrain model and that the angle between terrain model and the line to
connect this new point with a point from a ground class is less than a certain angle. The second step is
repeated while there still are points to be checked.

The following parameters control automatic ground points classification procedure

Max angle (deg)
Determines one of the conditionsto be checked whiletesting apoint asaground one, i.e. setslimitation
for an angle between terrain model and the line to connect the point in question with a point from a
ground class. For nearly flat terrain it isrecommended to use default value of 15 deg for the parameter.
It is reasonable to set a higher value, if the terrain contains steep slopes.

Max distance (m)
Determinesoneof the conditionsto be checked whiletesting apoint asaground one, i.e. setslimitation
for a distance between the point in question and terrain model. In fact, this parameter determines the
assumption for the maximum variation of the ground elevation at atime.

Céll size (m)
Determines the size of the cells for point cloud to be divided into as a preparatory step in ground
points classification procedure. Cell size should be indicated with respect to the size of the largest
areawithin the scene that does not contain any ground points, e. g. building or €leseforest.

Automatic dense cloud multi-class classification

Metashape allows for semantic classification of dense point clouds to solve the task of higher-level
interpretation of the reconstructed data. Using the machine learning techniques Metashape enables
automatic dense cloud classification to any combination of the following classes: Ground, High
Vegetation, Building, Road, Car and Man-made.

To start the automatic multi-class classification
1. Select Classify Points... command from the Dense Cloud submenu of the Tools menu.

2. Inthe Classify Points dialog box select the source point class for the classification procedure in the
"From" field.

3. Select thetarget classes from thelist in "To" field.
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4. Define Conf i dence parameter in 0 &dirange. Higher value of the parameter means that the point
which class cannot be reliably assigned, will remain unclassified.

5. Click OK button to run the classification procedure.

£ Note

e |If you are not satisfied with the automatic multi-class classification results or would like
to contribute and improve the classificator, please send the manually labeled point clouds
according to the guidelines published on the following page to support@agisoft.com: http://
www.agi soft.com/support/tips-tricks/

Manual classification of dense cloud poeints

Metashape allows to associate all the points within the dense cloud with a certain standard class (see
LIDAR data classification). This provides possibility to diversify export of the processing results with
respect to different types of objects within the scene, e. g. DTM for ground, mesh for buildings and point
cloud for vegetation.

To assign aclassto a group of points

1

Switch to Dense Cloud view mode using using Dense Cloud toolbar button.

a ALY
Select points to be placed to a certain class using .- Rectangle Selection, -+ Circle Selection or

'~._§ Free-Form Selection tools. To add new points to the current selection hold the Ctrl key during
selection of additional points. To remove some points from the current selection hold the Shift key
during selection of pointsto be removed.

Select Assign Class... command from the Dense Cloud submenu of the Tools menu.

In the Assign Class dialog box select the source point data for the classification procedure and the
targeted class to be assigned to the selected points. Click OK button to run classification procedure.

Dense point cloud classification can be reset with Reset Classification command from Tool s&DenseCloud
menul.

Editing model geometry

The following mesh editing tools are available in Metashape:

Decimation tool

Photoconsistent mesh refinement tool

Close holes tool

Smooth tool

Colorize vertices

Automatic filtering based on specified criterion
Manual polygon removal

Fixing mesh topology
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* Refinementtool

More complex editing can be done in the external 3D editing tools. M etashape allows to export mesh and
then import it back for this purpose.

4 Note

 For polygon removal operations such as manual removal and connected component filtering it
is possible to undo the last mesh editing operation. There are Undo/Redo commands in the Edit
menu.

« Please note that Undo/Redo commands are not supported for mesh decimation and this operation
cannot be undone.

Decimation tool

Decimation is atool used to decrease the geometric resolution of the model by replacing high resolution
mesh with a lower resolution one, which is still capable of representing the object geometry with high
accuracy. Metashape tendsto produce 3D modelswith excessive geometry resolution, so mesh decimation
isusually a desirable step after geometry computation.

Highly detailed models may contain hundreds of thousands polygons. While it is acceptable to work with
such acomplex modelsin 3D editor tools, in most conventional tools like Adobe Reader or Google Earth
high complexity of 3D models may noticeably decrease application performance. High complexity also
resultsin longer time required to build texture and to export model in PDF file format.

In some casesit isdesirableto keep as much geometry details as possiblelikeit is heeded for scientific and
archive purposes. However, if there are no specia requirementsit is recommended to decimate the model
down to 100 000 - 200 000 polygons for exporting in PDF, and to 100 000 or even less for displaying in
Google Earth and alike tools.

To decimate 3D mode
1. Select Decimate Mesh... command from the Tools menu.

2. Inthe Decimate Mesh dialog box specify the target number of polygons, which should remain in the
final model. Click on the OK button to start decimation.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click on the Cancel button.

4 Note

e Textureatlasisdiscarded during decimation process. Y ou will have to rebuild texture atlas after
decimation is complete.

Photoconsistent mesh refinement tool

Metashape allows to refine aready reconstructed mesh with respect to camera photos. This is iterative
process that can further recover details on surface. For example it can recover basrelief or ditch.

To refine mesh

1. Check the model - it will be refined with respect to camera photos. Y ou can duplicate it with right
click on the model and selecting Duplicate... to refine the copy of model.
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2. Select Refine Mesh... command from the Tools menu.

3. Inthe Refine Mesh... dialog box specify the target quality of refinement, number of iterations and
smoothness. Click on the OK button to start refinement.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click on the Cancel button.

Refinement parameters

Quality
Specifies the desired refinement quality. Higher quality settings can be used to obtain more detailed
and accurate geometry, but they require longer time for processing. Interpretation of the quality
parameters here is similar to that of accuracy settings given in Building dense point cloud section.

Iterations
Number of refinement iterations. In some cases additional iterations are able to recover more details,
but it will lead to proportional slow down.

Smoothness
Smaller smoothness parameter |eadsto better features recovering but also it can increase noise. Bigger
smoothness parameter leads to better noise suppression, but can smooth out features too. Changing
smoothness value can help to balance between noise suppression and features recovering.

Colorize model vertices

In Metashape the mesh model vertices can be colorized using images, sparse / dense cloud points colors
or orthomosaic data.

To colorize model vertices

1. Select Colorize Vertices command in Mesh submenu from the Tools menu.
2. Inthe Colorize Model dialog box select source data for the operation.

3. Click on the OK button to start the procedure.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click on the Cancel button.

Close holes tool

Close Holes tool provides possibility to repair your model if the reconstruction procedure resulted in a
mesh with several holes, due to insufficient image overlap for example.

Some tasks require a continuous surface disregarding the fact of information shortage. It is necessary to
generate a close model, for instance, to fulfill volume measurement task with Metashape.

Close holes tool enables to close void areas on the model substituting photogrammetric reconstruction
with extrapolation data. It is possible to control an acceptable level of accuracy indicating the maximum
size of ahole to be covered with extrapolated data.

Toclose holesin a 3D model

1. Seect Close Holes... command in Mesh submenu from the Tools menu.
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2. Inthe Close Holes dialog box indicate the maximum size of a hole to be covered with the slider.
3. Click onthe OK button to start the procedure.

4. The progress dialog box will appear displaying the current processing status. To cancel processing
click on the Cancel button.

[{ Note

* Thedider allowsto set the size of aholein relation to the size of the whole model surface.

Smooth tool

The Smooth tool alows you to make the model smoother and remove irregularities on the surface. Some
tasks require a sleek surface disregarding of details or real object more smooth than mesh in Metashape.
Y ou can apply the tool to the entire mesh or only to the selected area.

4 Note

» To apply smoothing to a specific area, you must first select it and then apply the tool.

To smooth mesh
1. Select Smooth mesh... command in Mesh submenu of Tools menu.

2. (Selectthestrength parametersinithe Smooth mesh dial og lBox®Y ou can enabledicheck box @pplyito
selected faces.

3. Click OK when done. To cancel processing click Cancel button.

4 Note

« [Eixtborders™option can be applied to the models with the open edges, it allows to preserve the
position of the mesh vertices along the open edges when using smoothing.

Polygon filtering on specified criterion

In some cases reconstructed geometry may contain the cloud of small isolated mesh fragments surrounding
the "main" model or big unwanted polygons. Mesh filtering based on different criteria helps to select
polygons, which usually are supposed to be removed.

M etashape supports the following criteria for face filtering:

Connected component size
This filtering criteria alows to select isolated fragments with a certain number of polygons. The
number of polygonsin all isolated components to be selected is set with a dider and is indicated in
relation to the number of polygons in the whole model. The components are ranged in size, so that
the selection proceeds from the smallest component to the largest one.

Polygon size
This filtering criteria allows to select polygons up to a certain size. The size of the polygons to be
selected is set with a dider and isindicated in relation to the size of the whole model. This function
can be useful, for example, in case the geometry was reconstructed with the extrapolation and there
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is aneed to remove extra polygons automatically added by Metashape to fill the gaps; these polygons
are often of alarger sizethatthe rest.

Toremove small isolated mesh fragments

1

2.

Select Gradual Selection... command from the Editimenu.
In the Gradual Selection dialog box select Connected component size criterion.

Select the size of isolated components to be removed using the slider. Size of the largest component
istaken for 100%. Y ou can observe how the selection changes while dragging the slider. Click OK
button to finalize the selection.

To remove the selected components use Delete Selection command from the Edit menu or click X
Delete Selection toolbar button (or simply press Del button on the keyboard).

Toremovelarge polygons

1

2.

Select Gradual Selection... command from the Edit'menu.
In the Gradual Selection dialog box select Polygon size criterion.

Select the size of polygons to be removed using the dlider. Size of the largest polygon is taken for
100%. You can observe how the selection changes while dragging the dider. Click OK button to
finalize the selection.

To remove the selected components use Delete Selection command from the Edit menu or click X
Delete Selection toolbar button (or simply press Del button on the keyboard).

Note that Metashape always selects the fragments starting from the smallest ones. If the model contains
only one component the selection will be empty.

Manual face removal

Unnecessary and excessive sections of model geometry can be also removed manually.

Toremove part of the mesh polygons manually

1.

Select rectangle, circle or free-form selection tool using . - . Rectangle Selection, {_? Circle Selection

or 'l_g Free-Form Selection toolbar buttons.

Make the selection using the mouse. To add new polygons to the current selection hold the Ctrl key
during selection of additional polygons. To remove some polygons from the current selection hold
the Shift key during selection of polygonsto be excluded.

To delete selected polygons click the X Delete Selection toolbar button or use Delete Selection

command from the Edit menu. To crop sel ection to the sel ected polygons click thet{- Crop Selection
toolbar button or use Crop Selection command from the Edit menu.

Togrow or shrink current selection

1.

To grow current selection press PageUp key in the selection mode. To grow selection by even alarger
amount, press PageUp while holding Shift key pressed.
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2. Toshrink current selection press PageDown key in the selection mode. To shrink selection by even
alarger amount, press PageDown while holding Shift key pressed.

Fixing mesh topology
Metashape is capable of basic mesh topology fixing.

To fix mesh topology
1. Seect View Mesh Statistics... command from the Tools menu.

2. In the Mesh Statistics dialog box you can inspect mesh parameters. If there are any topological
problems, Fix Topology button will be active and can be clicked to solve the problems.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click on the Cancel button.

Editing mesh in the external program

To export mesh for editing in the external program
1. Select Export Model... command from the File menu.

2. Inthe Save Asdialog box, specify the desired mesh format in the Save as type combo box. Select the
file name to be used for the model and click Save button.

3. Inthe opened dialog box specify additional parameters specific to the selected file format. Click OK
button when done.

Toimport edited mesh
1. Select Import Mesh... command from the File menu.

2. Inthe Open diaog box, browse to the file with the edited model and click Open.

" 1L Note
» Metashape supports loading modelsin Wavefront OBJ, 3DS, STL, COLLADA, Stanford PLY,
Autodesk FBX, Autodesk DXF, OpenCTM and U3D fileformatsonly. Please make sureto select
one of these file formats when exporting model from the external 3D editor.

» Please be aware that it isimportant to keep reference information for the model if any.

Shapes
Shapes

Shapes are used to indicate boundaries either for export or for measurement procedures. Shapes can be
drawn over DEM or Orthomosaic aswell as over model using buttons from the Ortho/Model view toolbar.
Alternatively, shapes can be loaded from external files (SHP, KML, KMZ, DXF, GeoJSON formats are
supported) using Import Shapes... command of Import... submenu available from the File menu. Shapes
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created in Metashape can be exported using Export Shapes... command of Export... submenu available
from the File menu.

To draw a shape on DEM/Orthomosaic/M odel

1. Open DEM/orthomosaic in Ortho view double clicking on DEM/orthomosaic label in the Workspace
pane. Alternatively, model in Model view.

2. @ . ):'.\ . ﬂ .

Select Draw Point / Draw Polyline/ ' Draw Polygon instrument from the toolbar.

3. Draw a point/polyline/polygon on the DEM/orthomosaic/model with a cursor. By default the shape
vertex will be put on the available surface, however, in Metashape is it possible to draw the shapes
on a given plane (for example, at a certain height). To set up the drawing plane, select polyline or
polygon shape with three or more vertices or three markers placed in 3D. Then right click on the

selection and choose Set Drawing Plane command from the context menu. To reset Drawing Plane
select the corresponding command from the context menu.

4. Doubleclick on thelast point to indicate the end of a polyline. To complete a polygon, place the end
point over the starting one.

> Oncethe shapeisdrawn, ashape |abel '/ will be added to the chunk data structure on the Workspace
pane. All shapes drawn on the same model (and on the corresponding DEM and orthomosaic) will
be shown under the same label on the Workspace pane.

6. The program will switch to a navigation mode once a shape is compl eted.

Drawing shapesin 3D (on the model) solvesissues with building basements and other features which are
not visible on the orthomosaic. However, drawing on amodel might not be accurate enough. For this case
M etashape offers possibility to draw a shape on source photos and automatically reconstruct it in 3D.

To automatically reconstruct a shapein 3D
1. Enable Attach markers option available in Markers submenu of Tools menu.
2. Open aphoto in Photo view double clicking on the photo thumbnail in the Photo pane.

3. Select **" Draw Point / A Draw Polyline/ "/ Draw Polygon instrument from the toolbar.

4. Draw apoint/polyline/polygon on the photo with a cursor.

5. Doubleclick on the last point to indicate the end of a polyline. To complete a polygon, place the end
point over the starting one. All the vertices will be indicated with markers.

6. Switchto Model view to see that the shape has been reconstructed in 3D automatically.

7. Torefinethe position of the shape, filter photos by shape using the corresponding command from the
shape context menu. The shape must be selected - to select a shape double click onit.

8. Inspect al the relevant photos to refine markers-vertices positions where necessary. The position of
the shape in 3D will automatically be refined.

After a shape has been drawn, it can be edited using Insert Vertex / Delete Vertex commands from the
context menu. Delete Vertex command is active only for avertex context menu. To get accessto the vertex
context menu, select the shape with a double click first, and then select the vertex with adouble click on
it. To change position of avertex, drag and drop it to a selected position with the cursor. Positions of the
markers-vertices cannot be changed in the Model view.
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Shapes alow to measure distances both on DEM and 3D model and to measure coordinates, surface
areas and volumes on 3D model. Please refer to Performing measurements on 3D model, Performing
measurements on DEM sections of the Manual for details.

Shapes added to the particular chunk of the project can be organizedinto layers. Thefirst layer isgenerated
automatically on creation of the first shape and is placed into the Shapes folder on the project tree. This
layer is meant to serve as a background thus named No Layer. It is originally set as default one to store
all the shapes.

To create a new layer use Create Shape Layer command from the context menu of the Shape folder on
the Workspace pane. A layer can be set as default one using Set as default command from the context
menu of the layer name on the Workspace pane. A newly created layer can be renamed with a relevant
command from the context menu.

Export Layers... command from the context menu of alayer allows to save shapes from the layer in one
of the supported export formats available: SHP, DXF, KML, KMZ, GeoJSON.

A shape can be labeled and saved to a certain layer using Properties... command from the context menu
of the shape in the Model/Ortho view.

Youcandefineastyleforal ayer withishapesin M etashape. iYourcan'setithe namepcol or and transparency
for the layer. Attribute table customization is available from the shape properties dialog for each shape,
where an attribute and its value can be specified.

Tocreatera shape properties

1. Right-clink on the selected shape in the Model, Ortho or Photo view mode.

2. Select Properties... command from the context menu.

3. Assigntheshapeto an existing layer fromthelist or create anew one by clicking on Add Layer button.
4. Populate the attribute table for the shape.

5. Click OK if to complete the settings.

Orthomosaic seamlines editing

M etashape software offers various blending options at orthomosaic generation step for the user to adjust
processing to their data and task. However, in some projects moving objects can cause artefacts which
interfere with visual quality of the orthomosaic. The same problem may result from oblique aerial imagery
processing if the area of interest contains high buildings or if the user has captured facade from too oblique
positions. To eliminate mentioned artefacts Metashape offers seamline editing tool. The functionality
allowsto choose manually theimage or imagesto texture the indicated part of the orthomosaic from. Thus,
the final orthomosaic can be improved visually according to the user's expectations.

Automatic seamlines can be turned on for inspection in the Ortho view with pressing the 1 Show
Seamlines button from the Ortho view toolbar.

To edit orthomosaic seamlines

Draw a polygon on the orthomosaic using " Draw Polygon instrument to indicate the area to be
retextured.

105



比較 : 削除�

テキスト

"Editing"



比較 : 置換�

テキスト

[旧 テキスト] :"You can define a"

[新 テキスト] :"Shape propertiesThe"
次の テキスト 属性は変更されました : 
   フォント, サイズ



比較 : 置換�

テキスト

[旧 テキスト] :"for a"

[新 テキスト] :"of the shape"



比較 : 置換�

テキスト

[旧 テキスト] :"with shapes"

[新 テキスト] :"can be defined"



比較 : 置換�

テキスト

[旧 テキスト] :"You can set"

[新 テキスト] :"It is possible to assing"



比較 : 置換�

テキスト

[旧 テキスト] :"name,"

[新 テキスト] :"label, border color, fill"



比較 : 挿入�

テキスト

"fill style (for polygons) and"



比較 : 挿入�

テキスト

"Note•Polygon fill style is applied only in Ortho view mode."



比較 : 置換�

テキスト

[旧 テキスト] :"create"

[新 テキスト] :"set properties for"



比較 : 削除�

テキスト

"properties"



比較 : 挿入�

テキスト

"122"



比較 : 挿入�

テキスト

"Editing"



比較 : 挿入�

テキスト

"It is possible to modify the style of the shape layer in the Metashapefrom the shape Propertiespane. Toopen the Propertiespane, select Propertiescommand from the Viewmenu. Then the selected shapes willbe displated in the pane and the access to the related shape layers' properties will be provided"



比較 : 削除�

テキスト

"105"





Editing

2. Select Assign Images... command from the context menu of the selected polygon.

3. In the Assign Images dialog box select the image to texture the area inside the polygon from.
Orthomosai ¢ preview on the Ortho tab allowsto eval uate the results of the selection. Click OK button
to finalize the image selection process.

Click '_‘Tl'ﬂ Update Orthomosai ¢ button from the Ortho view toolbar to apply the changes.

Assign Images dialog allows to activate multiple selection option. If the Allow multiple selection option
ischecked, it is possible to assign several images to texture the area inside the polygon from. However, in

. . - . . . . L
this case there is no possibility to preview the resulting orthomosaic. It is necessary to @licks™: = Update
Orthomosai ¢ button from the Ortho view toolbar to apply the changes and seethe results. Until the changes
areapplied, theareaof interest will be marked with anet of blue color toindicatethat some editsarewaiting
for enforcement. Blending method selected at build orthomosaic step will beimplemented at orthomosaic
editing step.

Assign Images dialog, aternatively, allows to exclude selected images from texturing the area of interest.
Check Exclude selected images option to follow thisway. Please note that in this case preview illustrates
theimageto be excluded, i.d. the results one should expect after applying the changes are not shown. Click

'?'J[I'ﬂ Update Orthomosai ¢ button from the Ortho view toolbar to apply the changes.

=

If the Assign image operation should be repeated several times, it is recommended to use '™ Draw Patch
tool available from the Ortho menu or with a corresponding Toolbar button of the Ortho view menu. In
this caseit will still be required to draw polygons as in the procedure above, but the best fit image will be
assigned automatically, being selected with respect to the first drawn vertex of the patch.

Remove lighting

Metashape can delight texture automatically. Generally, removing shadows and recovering lighting-
neutral color while preserving texture featuresisimpossible - at least because of ambiguity between dark
texture produced by shadows on surface and dark texture produced by dark regions of the surface. But in
practice in many cases heuristics based on some assumptions can provide good results.

Texture delighting tool smooths out dark and light sides of object model and can additionally light up
surface areas that were found to be too dark with respect to ambient occlusion map.

1. Open project with textured model. In casethe external model should be delit, the empty project or new
chunk can be created, add new chunk selecting Add Chunk command from the Workspace context
menu and then import textured mesh using Import Model command in the Import submenu of File
menu.

2. Duplicatemodel. To be ableto compare delighted texture with the original one afterwards, you should
preliminary duplicate the model and then delight only the second one. To duplicate the model, right
click on 3D Model and select Duplicate.

3. Select Remove lighting command from the Mesh submenu of the Tools menu.

In the Remove lighting dialog box select the kind of parameters to be performed. Options include: color
mode, presets and ambient occlusion. Click OK button when done.

Color mode
You can use two types color mode: Single color and Multi color. Use Single color if the model is
homogeneous and use Multi color if scene presents a combination of the colors.
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Presets
Preset configures advanced parameters for some special cases.

Aggressive
Preset, it is adjusted for delighting of rocks, but still sometimes can lead to artefacts.

Ambient occlusion map
Optionally, you can load into M etashape ambient occlusion texture map and thetool will try to recover
ambient occlusion dark areas on the model.
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Chapter 7. Automation

Using chunks

When working with typical datasets, automation of general processing workflow allowsto perform routine
operations efficiently. Metashape alows to assign several processing steps to be run one by one without
user intervention thanks to Batch Processing feature. Manual user intervention can be minimized even
further dueto 'multiple chunk project' concept, each chunk to include onetypical dataset. For aproject with
several chunks of the same nature, common operations available in Batch Processing dialog are applied to
each selected chunk individualy, thus allowing to set several data setsfor automatic processing following
predefined workflow pattern.

In addition, multiple chunk project could be useful when it turns out to be hard or even impossible to
generate a 3D model of the whole scene in one go. This could happen, for instance, if the total amount
of photographs is too large to be processed at a time. To overcome this difficulty Metashape offers a
possibility to split the set of photos into several separate chunks within the same project. Alignment of
photos, building dense point cloud, building mesh, and forming texture atlas operations can be performed
for each chunk separately and then resulting 3D models can be combined together.

Working with chunks is not more difficult than using Metashape following the general workflow. In fact,
in Metashape always exists at |east one active chunk and all the 3D model processing workflow operations
are applied to this chunk.

To work with several chunks you need to know how to create chunks and how to combine resulting 3D
models from separate chunks into one model.

Creating a chunk

To create new chunk click on the & Add Chunk toolbar button on the Workspace pane or select Add
Chunk command from the Workspace context menu (available by right-clicking on the root element on
the Workspace pane).

After the chunk is created you may load photosinit, align them, generate dense point cloud, generate mesh
surface model, build texture atlas, export the models at any stage and so on. The models in the chunks
are not linked with each other.

The list of all the chunks created in the current project is displayed in the Workspace pane along with
flags reflecting their status.

The following flags can appear next to the chunk name:

R (Referenced)
Indicates that 3D model in the chunk was referenced. Also will appear when two or more chunks are
aligned with each other. See information on how to reference the model in Setting coordinate system.

S (Scaled)
Indicates that 3D model in the chunk was scaled based on scale bars information only, with no
reference coordinates data being present. See information on scale bar placement in Optimization
section.

T (Transformed)
Indicates that 3D model has been modified manually with at least one of the following instruments:

[ 1Y . . P, .
“I# Rotate object, & Move object or ““& Scale object.
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To move photos from one chunk to another simply select them in thelist of photos on the Workspace pane,
and then drag and drop to the target chunk.

4 Note

¢ Chunk can contain several instances of the same object (point clouds, 3D model, etc).

Working with chunks

All operations within the chunk are carried out following the common workflow: loading photographs,
aigning them, generating dense point cloud, building mesh, building texture atlas, exporting 3D model
and so on.

Note that all these operations are applied to the active chunk. When anew chunk is created it is activated
automatically. Save project operation savesthe content of all chunks. To save selected chunks as a separate
project use Save Chunks command from the chunk context menu.

To set another chunk as active
1. Right-click on the chunk title on the Workspace pane.

2. Select Set Active command from the context menu.

To remove chunk
1. Right-click on the chunk title on the Workspace pane.
2. Select Remove Chunks command from the context menu.

To rearrange the order of chunksin the Workspace pane simply drag and drop the chunksin the pane.

Aligning chunks

After the "partia" 3D models are built in several chunks they can be merged together. Before merging
chunks they need to be aligned.

To align separate chunks
1. Select Align Chunks command from the Workflow menu.

2. Inthe Align Chunks dialog box select chunks to be aligned, indicate reference chunk with a double-
click. Set desired alignment options. Click OK button when done.

3. The progress dialog box will appear displaying the current processing status. To cancel processing
click the Cancel button.

Aligning chunks parameters

Thefollowing parameters control the chunksalignment procedure and can be modified inthe Align Chunks
dialog box:

Method
Defines the chunks alignment method. Poi nt  based method aligns chunks by matching photos
across al the chunks. Mar ker (basedimethoduses markers as common points for different chunks.
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Thedetails on using markers are avail able in the Setting coordinate system section. Caner a based
method is used to align chunks based on estimated camera locations. Corresponding cameras should
have the same label.

Accuracy (Point based alignment only)
Higher accuracy setting hel psto obtain more accurate chunk alignment results. L ower accuracy setting
can be used to get the rough chunk alignment in the shorter time.

Point limit (Point based alignment only)
The number indicates upper limit of feature points on every image to be taken into account during
Poi nt basedichunksialignment.

Fix-scale
Option is to be enabled in case the scales of the models in different chunks were set precisely and
should be left unchanged during chunks alignment process.

Preselect image pairs (Point based alignment only)
The alignment process of many chunks may take a long time. A significant portion of thistime is
spent for matching of detected features across the photos. Image pair preselection option can speed
up this process by selection of a subset of image pairs to be matched.

Apply mask to (Point based alignment only)

If appl y mask to key (poitnt'sioptioniis selected, areas previously masked on the photos are
excluded from feature detection procedure. Apply mask to tie points option means that
certain tie points are excluded from alignment procedure. Effectively thisimpliesthat if some areaiis
masked at |east on asingle photo, relevant key points on the rest of the photos picturing the same area
will be also ignored during alignment procedure (atie point is a set of key points which have been
matched as projections of the same 3D point on different images). This can be useful to be able to
suppress background in turntable shooting scenario with only one mask. For additional information
on the usage of masks please refer to the Using masks section.

4 Note

¢ Chunk alignment can be performed only for chunks containing aligned photos.

e Thereis no need to perform chunk alignment for georeferenced chunks, as they are already in
the same coordinate frame.

Merging chunks

After aignment is complete the separate chunks can be merged into a single chunk.

To merge chunks
1. Select Merge Chunks command from the Workflow menu.

2. Inthe Merge Chunks dialog box select chunks to be merged and the desired merging options. Click
OK button when done.

3. Metashapewill mergethe separate chunksinto one. The merged chunk will be displayed in the project
content list on Workspace pane.

Thefollowing parameters control the chunks merging procedure and can be modified in the Merge Chunks
diaog box:
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Mergetie points
Defines if the projections of the tie points for corresponding features should be merged. Since tie
points merging operation assumes re-matching of the features from different chunks, the operation
may be time consuming. Thus it is recommended to disable tie points merging, unlessit is required
by the task specifics.

Mer ge dense clouds
Defines if dense clouds from the selected chunks are combined.

Merge models
Defines if models from the selected chunks are combined.

Merge DEMs
Defines if DEMs from the selected chunks are combined.

Merge markers
Defines if markers from the selected chunks are merged (only markers with the same labels would
be merged).

Chunks merging result (i.e. photos, point clouds and geometry) will be stored in the new chunk and it may
be treated as an ordinary chunk (e.g. the model can be textured and/or exported).

4 Note

« Dense cloud and model merging operations will be applied only to the active items. Disabled
(inactive) items will not be transferred to the merged chunk.

Batch processing

M etashape allows to perform general workflow operations with multiple chunks automatically. It isuseful
when dealing with alarge number of chunks to be processed.

Batch processing can be applied to al chunks in the Workspace, to unprocessed chunks only, or to the
chunks selected by the user. Each operation chosen in the Batch processing dialog will be applied to every

selected chunk before processing will move on to the next step.

Align Photos Align/Merge Chunks Save/Load Project
Optimize Alignment Decimate Mesh Export/Import Cameras
Build Dense Cloud Smooth Model Export Points

Build Mesh Close Holes Export Model

Build Texture Calibrate Colors Export Texture

Build Tiled Model Remove Lighting Export Tiled Model
Build DEM Classify Points/ Ground Points  Export DEM

Build Orthomosaic Import Shapes Export Orthomosaic
Refine Mesh Import Masks Reset Region

Detect Markers Detect Fiducials Run Script

Generate Report Convert-tmages Colorize Dense Cloud / Model

To start batch processing

1. Select Batch Process... command from the Workflow menu.
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2. Click Add to add the desired processing stages.

3. Inthe Add Job dialog select the kind of operation to be performed, the list of chunks it should be
applied to, and desired processing parameters. Click OK button when done.

4. Repeat the previous steps to add other processing steps as required.
5. Arrangejobs by clicking Up and Down arrows at the right of the Batch Process... dialog box.
6. Click OK button to start processing.

7. Theprogressdialog box will appear displaying the list and status of batch jobs and current operation
progress. To cancel processing click the Cancel button.

When the batch process includesimport/export features that are applied to multiple chunksit isreasonable
to use the following templates in the Path field of the import/export jobs:

» {ifvinlrename}=filename (without extension),

{ifrinlreext }u=rfile extension,
* {icamera}=icameralabel,

* {ifimanme}=frame index,

{ichunkiyabels}s=ichunk label,

» {iinmagefiolider}u=ifolder containing images of an active chunk,

{iprojrectifiolider}=path to the folder containing current project,
* {iprojrectiname}=icurrent project filename,

* {iprojrectipath}=absolute path to the current project.

Thelist of tasksfor batch processing can be exported to XML structured file using P‘ Save button in the

Batch processing dialog and imported in a different project using = Open button.

4D processing

Overview

M etashape supports reconstruction of dynamic scenes captured by aset of statically mounted synchronized
cameras. For this purpose multiple image frames captured at different time moments can be loaded for
each camera location, forming a multiframe chunk. In fact normal chunks capturing a static scene are
multiframe chunks with only a single frame |oaded. Navigation through the frame sequenceis performed
using Timeline pane.

Although aseparate static chunk can be used to process photosfor each time moment, aggregate multiframe
chunks implementation has several advantages:

 Coordinate systems for individual frames are guaranteed to match. There is no need to align chunks to
each other after processing.

 Each processing step can be applied to the entire sequence, with a user selectable framerange. Thereis
no need to use batch processing, which simplifies the workflow.
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» Accuracy of photo alignment is better due to the joint processing of photos from the entire sequence.

» Markers can be tracked automatically through the sequence.

* Intuitive interface makes navigation through the sequence pretty simple and fast.

Multiframe chunks can be also efficient (with some limitations) for processing of disordered photo sets of
the same object or even different objects, provided that cameras remain static throughout the sequence.

Managing multiframe chunks

Multiframe layout is formed at the moment of adding photos to the chunk. It will reflect the data layout
used to store image files. Therefore it is necessary to organize files on the disk appropriately in advance.
The following data layouts can be used with Metashape:

a

All frames from corresponding camera are contained in a separate subfolder. The number of subfolders
is equal to the number of cameras.

. Corresponding framesfrom all cameras are contained in a separate subfolder. The number of subfolders
is equa to the number of frames.

All frames from corresponding camera are contained in a separate multilayer image. The number of
multilayer images is equal to the number of cameras.

. Corresponding frames from all cameras are contained in a separate multilayer image. The number of
multilayer imagesis equal to the number of frames.

Once the data is properly organized, it can be loaded into Metashape to form a multiframe chunk. The
exact procedure will depend on whether the multifolder layout (variants a and b) or multilayer (variants
¢ and d) layout is used.

To create a chunk from multifolder layout

1

4,

Select —& Add Folder... command from the Workflow menu.

In the Add Folder dialog box browse to the parent folder containing subfolders with images. Then
click Select Folder button.

In the Add Photos dial og sel ect(!Dynamicscene(4D) " data layout. For layout a) above select “Create
camera from each Subfoelder*=For layout b) select “Createframe from each Subfolder™

Created multiframe chunk will appear on the Workspace pane.

To create a chunk from multilayer images

1.

Select Add Photos... command from the Workflow menu or click Add Photos toolbar button.

In the Add Photos dialog box browse to the folder containing multilayer images and select files to
be processed. Then click Open button.

In the Add Photos dialog select the suitable data layout. For layout c) above select “Createicamera
from each multilayer file*=For layout d) select “Createiframe from each multilayer file™

Created multiframe chunk will appear on the Workspace pane.
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It isrecommended to inspect the loaded frame sequence for errors. This can be done by scrolling the frame
selector in the Timeline pane and inspecting thumbnails in the Photos pane during scrolling.

In case each frame should be processed completely separately, it is possible to split them using Split
frames... command from the chunk context menu.

Frames can be added from one chunk to another. To do that right-click on the chunk's label in the
Workspace pane and select Add e=Add frames command. In the Add Frames dialog select chunk where
from the frames will be added and click OK button.

After multiframe chunk is created, it can be processed in the same way as normal chunks. For multiframe
chunks additional processing parameters allowing to select the range of frames to be processed will be
provided where appropriate.

Tracking markers

Metashape allows to automatically track marker projections through the frames sequence, provided that
object position doesn't change significantly between frames. This greatly simplifies the task of labeling of
amoving point if the number of framesislarge.

Totrack markersthrough the frame sequence

1. Scroll frame selector inthe Timeline paneto the 1st frame. Add markersfor the 1st frame as described
in the Setting coordinate system section.

2. Select Track Markers... command from the Markers submenu of the Tools menu.

3. Adjust the starting and ending frameindicesif necessary. Default val ues correspond to tracking from
the current frame to the end of sequence. Click OK button to start tracking.

Check tracked marker locations. Automatically tracked markers will be indicated with ﬂl? icons. In
case of a placement error at some frame, adjust the wrong marker location within the frame where

the failure occurred. Once the marker location is refined by user, the marker icon will change to ":U

5. Restart tracking from that frame using Track Markers... command again.

[ Note

« If the ending frame index is smaller than the starting index, tracking will be performed in the
backwards direction.

< Automatic marker tracking is likely to fail in case when structured light is used to add texture
details to the object surface, as the light pattern will not be static with respect to the moving
object surface.

Python scripting
Python scripting in Metashape

M etashape supports Python API, using Python@i5ias a scripting engine.
Python commands and scripts can be executed in Metashape through one of the following options:

¢ Metashape Console pane can serve as Python richconsole;
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Click 1 4¥ Run Script button on Console pane toolbar or use 4# Run Script... command from the Tools
menu to run a Python script.

* From command-line using Erpargument:

On Windows:
metashape.exe -r <scriptname.py>

On Linux:
Jmetashape.sh -r <scriptname.py>

On Mac OS X:
/M etashapePr o0.app/ContentsM acOS/M etashapePro -r <scriptname.py>

» From autorun folder.
for Windows: C:/Users/<user>/AppData/L ocal/Agisoft/M etashape Pro/scripts/

for Linux: /home/<user>/.local/share/Agisoft/M etashape Pro/scripts/
for Mac OS X: /Userg/<user>/Library/Application Support/Agisoft/M etashape Pro/scripts/
onany OS (for al users): <installation folder>/scripts/

For details on Metashape functionality accessible through Python scripts please refer to Python API
Reference document available on Agisoft officia website (http:/www:agisoft:com/downloads/user=
manuals).

The collection of the sample Python scriptsis available on Agisoft GitHub repository: https://github.com/
agisoft-llc/metashape-scripts.

Stand-alone Python module

M etashape can be used as Python 3 package for stand-al one Python module development.

To configure development environment

1. Download Metashape Python 3 module for your platform from Agisoft web-site: https./
www.agi soft.com/downloads/installer/

2. Instal Metashape Python 3 module
3. Import Metashape Python 3 module and start [development:

i nport Met ashape

Java API

Metashape Java API allows to integrate photogrammetric processing engine into applications devel oped
using Java programming language. It comes in the form of software library and need to be downloaded
separately from Downl oads section of Agisoft website.

To configure development environment

1. Download Metashape JavaAPI from Agisoft web-site: https.//www.agi soft.com/downloads/installer/
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2. Unpack downloaded archive and copy libs and jniLibs folders to your project directory.

3. Addjarsfrom thelibs folder to your classpath.

¢ Important
Java garbage collection system may not release memory associated with Metashape objects in a
timely manner as it doesn't know memory consumption of underlying native objects. To prevent
excessive memory consumptionit ishighly recommended to call del ete() method manually for each
object obtained using Metashape Java APl when it is no longer needed.

For details on Metashape Java API functionality please refer to theincluded javadoc package. Also please
take alook at examples available in the samples directory to get started.
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Chapter 8. Distributed processing

Local network processing

Overview

Agisoft Metashape can be configured to run on a computer cluster where processing is distributed on
several computer nodes connected to alocal network. In such configuration multiple M etashape instances
running on different processing nodes can work on the same task in parallel, effectively reducing the total
processing time needed.

Processing tasks are divided between the nodes on a chunk by chunk or frame by frame basis (when
possible). In addition a more fine grained distribution can be optionally enabled for image matching
and alignment, generation of dense point clouds, tiled models, DEMs and orthomosaics, as well as
mesh generation from depth maps, in which case processing of individual chunks/frames will be further
subdivided between several processing nodes.

Communication between processing nodes, server and clients is performed using TCP connections. In
addition, shared network storage accessible for al processing nodes and clients is used for storing the
source data and intermediate processing results.

Cluster components

Server

—mi Processing Node 1
TCP TCcp
Master Processing Node 2
Server

Processing Node N
Network Storage

The server node coordinates operation of all processing nodes, maintaining a task queue for al projects
scheduled for processing. The clients can connect to the server to start new processing tasks or monitor
progress of existing ones.
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The server itself doesn't perform any processing and can easily run on slow hardware. The server
component is critical for operation of the cluster, and is not fault tolerant. Measures should be taken to
ensure continuous operation of the server node.

The server node accepts TCP connections from processing nodes and clients. Additional dave servers can
be connected to the master server to perform replication of processing queue for additional fault tolerance
in critical environments.

Processing nodes

Processing nodes perform actual calculations, and thus need to be run on fast hardware. Each processing
node connects to the server on startup and waits for atask to be assigned. Once the task is available, the
node starts processing, informing the server about the progress. When processing is finished, the results
are stored on shared network storage, and the server isinformed about completion. Then a node switches
to the next task when it becomes available.

Processing nodes can be added or removed from the cluster as needed. Abnormal shutdown of processing
node doesn't cause cluster failurein most cases. Nevertheless, it is highly recommended to stop particular
nodes using Agisoft Network Monitor before disconnecting them from the cluster.

Clients

Clients can connect to the server nodeto control cluster operation or to monitor its status. New tasks can be
submitted for processing using Agisoft Metashape software configured as a network client, while cluster
monitoring is performed using Agisoft Network Monitor. Multiple clients can be connected to the server
node simultaneously.

Cluster setup

Before proceeding to the following steps please make sure that shared network storage is accessible from
all processing and client nodes using the same absol ute path. 1t should be either mounted to the same folder
on all nodes (Linux), or should have the same UNC network path (Windows). In case such configuration
isnot possible (for example in mixed Windows/Linux cluster), a path prefix can be specified on each node
to compensate for the differences.

Starting server

It is recommended to configure server with a static |P address, not dynamically assigned one. This IP
address will be needed for each processing node and client.

The server process can be started by executing M etashape with the following command line arguments:
metashape --server --host <ip>[:port]

--server parameter specifies that M etashape should be started in a server mode.
--host <hostname>[:port] parameter specifies the network interface to be used for communication with
clientsand processing nodes. In case port valueis omitted, the default port 5840 is used. The host parameter

can be specified multiple time, in which case the server will listen for connections on multiple interfaces.

--master <hostname>[:port] parameter switches the server to slave mode and starts replication of the
specified master server. In case port value is omitted, the default port 5840 is used.

Example:
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metashape --server --host 10.0.1.1

In this case Metashape will use 10.0.1.1 interface for both clients and processing nodes with default port
value.

Starting network nodes

The processing node can be started by executing M etashape with the following command line arguments:
metashape --node --host <ip>[:port] [--root prefix]

--node parameter specifies that Metashape should be started as a processing node.

--host <hostname>[:port] parameter specifies IP of the server to connect. In case port value is omitted,
the default port 5840 is used. The host parameter can be specified multiple times, in which case the node
will automatically connect to the next server in the list if the previous one becomes unavailable. Thisis
useful when using slave servers.

--root <path> parameter can be used to specify network storage mount point or prefix path in case it is
not the same across network.

--priority <priority> parameter can be used to specify the priority of the node. Higher number means
higher priority.

--capability {cpu, gpu, any} parameter can be used to specify whether the node should work on CPU-
only tasks, GPU-supported tasks only or will receive any tasks.

--gpu_mask <mask> parameter set GPU device mask for GPU-supported tasks.

--cpu_enable {0,1} parameter can be used to enable or disable CPU during the GPU-supported tasks.
--absolute paths{0,1} parameter can be used to set the absolute paths option.

--timestamp parameter can be used to append timestamps to the output messages.

--auto-submit parameter can be used to enable automatic crash report submission.

--email <address> parameter specifies email address to be included in the crash reports.

--comment <text> parameter specifies optional comment to be included in the crash reports.

Example:
metashape --node --host 10.0.1.1 --r oot /mnt/datasets

This command will start processing node using 10.0.1.1 as a server | P with default port 5840.

Checking cluster status

Start Agisoft Network Monitor application. In the host name field enter server IP used for client
connections (10.0.1.1 in our example). Modify port values in case non-default port was specified. Click
Connect button when done.

A list of available network nodes currently connected to the server will be displayed in the bottom part of
the window. Please make sure that all started processing nodes are listed. Agisoft Network Monitor for
each node allowsto modify the node priority, capability, CPU enable flag, GPU mask and to pause/resume
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the node. The priority for the tasks can be also atered and tasks themselves can be paused, resumed and
aborted via Agisoft Network Monitor.

Thetop part lists tasks currently being processed (finished tasks are removed from the list as soon as they
are completed). The task list will be empty if no processing was started yet.

Starting network processing

1.

Configure Agisoft Metashape for network processing.
Start Agisoft Metashape on any computer connected to the cluster network.

Open Preferences dialog using Preferences... command from the Tools menu. On the Network tab
make sure Enable network processing option is turned on, and specify the server 1P used for client
connection in the Host name field. In case non-default port was configured on a server, modify the
port value accordingly.

In case you are going to process afew single-frame chunkswith large number of photos, please make
sure that Enable fine-level task subdivision option is turned on in the Advanced tab of Preferences
dialog. The subdivision will be automatically applied when possible to all the supported operations
(Match Photos, Align Cameras, Build Depth Maps, Build Mesh from Depth Maps, Build Dense
Cloud, Build Tiled Model, Build DEM, Build Orthomosaic, Classify Points). In case you are going
to process a large number of small chunks, or chunks with large number of frames, fine-level task
subdivision can be disabled, therefore each chunk or frame will be processed on the single node only
without any further internal distribution applied.

Press OK button when done.
Prepare project for network processing.

Open the project file to be processed. Make surethat the project is saved in M etashape Project (*.psx)
format. Processing of projectsin Metashape Archive (*.psz) format is not supported in network mode.

¢ |Important
Please make sure that source images are located on shared network storage and not on alocal
hard drive. Otherwise processing nodes will be unable to load them.

Start processing.

Start processing using corresponding command from the Workflow menu, or using Batch Process
command to execute a command segquence. A network progress dialog should appear displaying
current progress.

Wait for processing to complete.

You can disconnect from the server at any time using Disconnect button in the Network Progress
dialog in case you need to work on other projects. Processing will continue in the background.

To see processing status after you have disconnected from the server simply open corresponding .psx
project on the network storage. Alternatively you can use Agisoft Network Monitor to see processing
status for all projects being processed.

Inspect processing results.

After processing is finished, click Close button to close Network Progress dialog. The project with
processing results will be displayed in Metashape window.
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Cluster administration

Adding processing nodes

New processing hodes can be added by starting Agisoft M etashape on additional computersin the network
node mode, as outlined in the Starting network nodes section above.

Removing processing nodes

Aborting or disconnecting processing node during cluster operation is not absolutely safe, and can lead to
project corruption if performed during final project update at the end of processing. Although the chances
of this situation are relatively low, we strongly recommend against such approach. To safely disconnect
processing node from the cluster you need to stop processing on this node using Agisoft Network Monitor
first.

1. Start Agisoft Network Monitor. Make sure the server IPis properly configured in the host namefield
and click Connect button.

2. In the bottom list of network nodes identify the node to be removed. From the node menu select
Pause command to stop the node after it finishes current job, or Stop command to abort processing
immediately.

3. Wait until the Batch # and Progress items for a selected node become empty. This indicates that the
node has finished processing. The status of the node should be Paused.

4.  Now you can safely disconnect the node by aborting M etashape process.

Using server replication

In case of abnormal termination of the server node processing queue will be lost, and all incompl ete tasks
will need to be restarted from the beginning. To avoid such problem it is possible to set up one or more
slave servers, that will be automatically synchronized with a master server. In case of a master server
failure, it will be possible to resume processing by switching to the one of the available slave servers.

Here is an example setup of a cluster with a server replication:

metashape --server --host 10.0.1.1

metashape --server --host 10.0.2.1 --master 10.0.1.1

metashape --node --host 10.0.1.1 --host 10.0.2.1 --root /mnt/datasets

These commands will start amaster server at 10.0.1.1 interface and aslave server on 10.0.2.1 interface. In

addition a node will be configured to ook for an active master server at 10.0.1.1 and 10.0.2.1 addresses.
In case of amaster server failure the node will automatically reconnect to another master server.

¢ Important

* In case of a master server failure, slave servers will not switch to a master state automatically.
An operator will need to switch one of the slave servers to a master state manually using Reset
Master Server command from the Agisoft Network Monitor File menu and connect remaining
slave servers to a new master. In the unattended environment this can be automated using a
Python or Java API.
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» Before switching to a new master server please make sure that original master server isdisabled
and will not be unexpectedly restored (due to a temporary network failure for example).
Simultaneous operation of two master serverswill result in inconsistent project state and further
processing will fail.

Installing server and nodes as a Windows service

It is possible to configure server and nodes to run as a service on Windows. In this case-they-will-start
automatically-when-computer-isturned-on-witheut the need-for-the- user-to-log in.

The following command line parameters are used to manage Windows service settings:
--service {install,remove,start,stop} parameter can be used to configure Windows service.

--Ser vice-name <name> optional parameter for Windows service name. Required when multiple services
needs to be installed on the same compulter.

Examples:

metashape --service install --node --host 10.0.1.1 --r oot /mnt/datasets
metashape --service install --server --host 10.0.1.1

metashape --service start

metashape --service stop

metashape --service remove

[{ Note

These commands must be executed from Administrators Command Prompt asthey require elevated
privileges.

Cloud processing

Overview

Adgisoft Metashape presents cloud processing option integrated iithe application user interface for those
who de-net-want-to-invest-inthe-hardware infrastrueture,-but-are interested in the-high quality outputs(of
considerably big datasets.

Starting cloud processing

Cloud processing option is only accessible for those Metashape license owners who have registered on
Agisoft Cloud page: https://cloud.agisoft.com/. Personal account page provides information about current
plan, available storageSpace; hardwareof theprocess ngnodes; projectsin the cloud, invoices and personal
data. (Aftercompletingithe registration andehoesingthe appropriate payment plantheaccountinformeation
should beinput to the Network prefereneestab of (Metashape:

Setting up cloud processing

1. Select Preferences command from the Tools menu.
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Distributed-processing

2. Thelaccount information'should belinputito the Network tab in Preferences diaog.

3. (Thercheckboxfor “Enablelcloud (processing option Shouldiberturnedion iwhile™ Enablenetwork
processing'opti on shouldibeturned off.

4, Click OK button when done.

Whenithe cloud processing isienablediand the selected planallows to'process the new projects; each time
the processing operation is run theiconfirmation dialog will appear, asking if the operation should be
executed locally or in the cloud. If the cloud processing option is@elected; the project data and related
source imagery will be uploaded/synchronized with the data in your personal, account. To monitor the
status of thefprojectiyou can use Project tab on the personal account page.

Do not disable Internet connection ersshut down the computer when the uploading process is in progress;
youycan disconnect, however, once the processing has been started according to the indication in the
program interface and in the Web=interface’of your personal account.

Next time you open thellocal project @fterithelprocessing operation in theteloudsis finished the updated
project files will be downloaded from the cloud and synchronized with your local copy.

Download project from the cloud

Ithis @vailablerto download project from thereloud:from Metashape user interface. To download project
fromtheCloud, select Download Project... command from the Cloud submenu of kile menu.

Visualize project results

To make cloud project available for visualization inweb=interfaceit is necessary to publishit@Publication
isaprocess of preparing processing results for 3D visualization in Web=interfacel’The publication is only
available for georeferenced PSX projects. Each publication takes up storage space.

When processing new project inthecloudifor the first time, you may check the Publish results option in
the Schedule processing in the cloud M etashape(dialegbox:i f Publish results option is checked on during
thefirst processing of the current project intheecloudyresults of further processing for the same project will
be published automatically. Furthermoreit i savailableto publish project via Agisoft Cloud Web=interface:
When the project is published, use View button to inspect project results.

Upload project into the cloud

If the cloud processing option is enabled and properly configured in Metashape, each time you run
processing operation intheeloudsynchroni zation procedure will be started and the sourceimagery together
with the project filedidirectory will be uploaded to your €leudiaccount.

Optionallyit isavailableto upload project intoithecloudfrom M etashape user interface manually, without
running processing operation. To upload project into the Eloudiselect Upload Project... command from
Cloud submenu of File menu and click Y es button.

Download photos from the cloud

It is possible to download the images corresponding to the project from the Cloud from Metashape user
interface. To download the images from the €loudiselect Download Photos... command from the Cloud
submenu of File menu. In the Download Photos dialog specify the target folder for the images and select
the images to be downloaded from the list.
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4 Note
« Cloud processing is supported only for projects saved in Metashape Project (*.psx) format.

« All thefiles related to theicertain project can be removed to free the available disk space from
your personal account in Agisoft Cloud Wweb=interface:

» Some operations do not support processing in the cloud (for exampl e, @nysexport ©perations): f
the Batch Process task sent to the Cloud ineludeisuch operations, the warning message will be
displayed and the batch processing task list eansbe adjusted before sending it to the Cloud again.
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L Appendix A. Graphical user interface

Application window

General view

-
s Project_1.5.psx — Agisoft Metashape Professional
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General view of application Wwindows

Model view

Model view tab is used for displaying 3D data as well as for mesh and point cloud editing. The view of
the model depends on the current processing stage and is also controlled by mode selection buttons on
the M etashape tool bar.
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Model can be shown as a dense cloud, with class indication or without, or as a mesh in shaded, solid,
wireframe or textured mode. Along with the model the results of photo alignment can be displayed. These
include sparse point cloud and camera positions visualized data. Additionally tiled textured model can be
displayed and navigated in the model view.

M etashape supports the following tools for navigation in the 3D view:

Tool Keyboard modifier
Rotation Tool Default

Pan Tool Ctrl key pressed
Zooming Tool Shift key pressed

All navigation tools are accessible in the navigation mode only. To enter the navigation mode click the

+ Navigation toolbar button.

Metashape offers two different navigation modes. Object navigation and Terrain navigation. Switching
between the navigation modes can be performed from the Navigation Mode submenu of the View menu.
Object navigation mode allows for 3-axis rotation control, while Terrain navigation mode restricts control
to 2-axisrotation only, z-axis being kept vertical all the time.

In Object navigation mode the rotation with mouse can be performed while left mouse button is pressed,
whereas holding right mouse button allows for model tilt. In Terrain navigation mode mouse buttons
functionality isinverted and left button is responsible for tilt, whereas right button for rotation.

£ Note

e Zooming into the model can be aso controlled by the mouse wheel.

Ortho view

Ortho view is used for the display of 2D processing results data: digital elevation model, full resolution
orthomosaic, raster transformed orthomosaic as well as shapes data. Switching between DEM and
orthomosaic can be performed using the corresponding button on the toolbar or by double-clicking on the
respective icon on the Workspace pane, providing that both products have been generated.

Orthomosaic can be displayed in the original colors or in colors according to the pal ette set for vegetation
index values visualization.

Additional instruments allow to draw points, polylines and polygons on the orthomosaic and/or digital
elevation model to perform point, linear, profile and volume measurements. Also polygonal shapes are
allowed to be set up as inner or outer boundaries, that will be used for the definition of the area to be
exported. Using polygonal shapes alows to create custom seamlines on the orthomosaic, which can be
useful for some projects enabling to eliminate blending artefacts.

Switching to Ortho view mode changes the contents of the Toolbar, presenting related instruments and
hiding irrelevant buttons.

Photo view

Photo view tab is used for displaying individual images as well as corresponding depth maps in semi-
transparent representation, markers, shapes and masks on them.
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In the Photo view tab it is allowed to create markers, refine their projections, draw shapes and adjust
positions of shape vertices and to draw masks on the images. Additionally in Photo view tab it is possible
to display the residuals for the tie points and markers providing that the corresponding camera is@igned

Photo view isvisible only if any imageis opened. To open an image in Photo view mode double-click on
the label of the corresponding camera on the Workspace, Reference or Photos pane.

For multicamera systems which have several sensors assigned to the same layer Photo view tab will be
vertically split into corresponding number of sub-frames.

Switching to Photo view mode changes the contents of the Toolbar, presenting related instruments and
hiding irrelevant buttons.

Workspace pane

On the Workspace pane all elements comprising the current project are displayed. These elements can
include:

 List of chunksin the project

* List of cameras and camera groups in each chunk
 List of markers and marker groupsin each chunk
 List of scale barsand scale bar groupsin each chunk
* List of shape layersin each chunk

 Tiepointsin each chunk

» Depth mapsin each chunk

» Dense point clouds in each chunk

+ 3D modelsin each chunk

* Tiled modelsin each chunk

 Digital elevation modelsin each chunk

» Orthomosaicsin each chunk

» Cameratracksin each chunk

Buttons located on the Workspace pane toolbar allow to:

e Add chunk

Add photos
e Add marker

» Create scale bar

Enable or disable certain cameras or chunks for processing at further stages.
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* Removeitems

Each element in the list is linked with the context menu providing quick access to some common
operations.

Photos pane

Photos pane displays the list of photos/ masks/ depth maps in the active chunk in the form of thumbnails.
Buttons located on the Photos pane toolbar allow to:

» Enable/ disable certain cameras

* Remove cameras

* Rotate selected photos clockwise / counterclockwise (for display purposes only)

* Reset current photo filtering option

» Switch between images / masks/ depth maps thumbnails

* Increase/ decreaseicons size or display detailed information on photos including EXIF data

Console pane

Console paneis used for:

 Displaying auxiliary information

 Displaying error messages

» Python commands input

Buttons located on the pane toolbar allow:

» Savelog (inHTML, XHTML or Plain Text format)
* Clear log

 Execute Python script

Reference pane

Reference paneis designed for:

 Displaying and editing camera and / or marker coordinates
» Displaying and editing scale bars lengths

» Displaying and editing camera orientation angles

 Displaying estimation errors
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 Displaying and editing accuracy parameters for camera/marker coordinates, camera angles and scale
bar lengths

Buttons located on the pane toolbar allow:
 Import / export reference coordinates
» Convert reference coordinates from one system to the other

» Optimize camera alignment and update data

Switch between source coordinates, estimated coordinates and errors views

Specify the coordinate system and measurement accuracy to be assumed through Settings dialog

Jobs pane

Jobs paneis designed for:

» Monitoring the processing status for active and background projects
 Organizing the background processing queue

» Switching between the projects

Buttons located on the pane toolbar allow:

 Start / pause/ cancel the selected tasks

» Change the order of the tasks in the processing queue

* Clear the processing tasks history

4 Note

« You can switch between projects by right-clicking on the project name.

Timeline pane

Timeline pane is designed for:

» Working with multi-frame chunks
Buttons located on the pane toolbar allow:
+ Add/ remove frames from chunk

» Play / stop frame sequence

» Adjust frame rate through Settings dialog

Animation pane
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Animation paneis designed for:

Creating anew cameratrack from pre-sets(Horizontal, Vertical) with the given number of the keyframes
Loading cameratrack from external file in supported formats (Autodesk FBX, Camera Path)
Exporting cameratrack

Playing the viewpoint camera movement according to the track

Rendering the frame sequence to the form of the separate images for the keyframes

Rendering the frame sequence to the form of the video file

Appeneding current viewpoint to the camera track

Removing keyframes from the camera track

Changing the selected keyframes positions in current camera track sequence

Settinging the cameratrack parameters (label, duration, field of view, loop camera track)

Buttons located on the pane toolbar allow:

Create new track

Load camera track

Save camera track

Start / stop the animation according to the camera track
Capture video file

Append current viewpoint to the active camera track
Remove selected keyframes from the active camera track
Move selected keyframes up

Move selected keyframes down

Update selected keyframe to the current viewpoint

Change cameratrack settings

4 Note

» To open any pane select a corresponding command from the View menu.

» Todisplay the track path, select Show animation in Show/Hide items submenu from the Model
menu.

® You can adjust the position of the viewpoint in Model view by dragging the left mouse button
to display it visually.
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Menu commands

FileMenu
£ New Creates an empty Metashape project.
Open... Opens Metashape project file.
Append... Appends existing Metashape project file to the

HSave

Save As...
Upload-Project—

Download Project...
Download Photos...

Export-Points:-

Export (Miodel::

Export TitedModdl...

Export ©rthomaosaic:=

Export DEM:Z

Generate-Report--
Export-Cameras--
Export-Markers:-:

Export (Miasks::
Export (Shapes::
Export Texture::

Export (Panoramac::

Export ©rthophotos::

Convert-tmages--

Render Photos...
Import Cameras...

Import Markers...

current one.
Saves Metashape project file.

Saves Metashape project file with a new name.
Uploads current project to Agisoft Cloud.

Downloads project from the list of the projects
currently available in Agisoft Cloud.

Downloads images from Agisoft Cloud for the
current project.

Saves sparse / dense point cloud.

Saves 3D model.

Saves atiled model as hierarchical tiles.
Exports generated orthomosaic.

Exports generated digital elevation model.

Generates Agisoft Metashape processing report in
PDF format:

Exports camera positions, orientation data and tie
points measurements.

Exports marker projections/ estimated marker
locations.

Exports masks.

Exports shapes from the selected layers.
Exports model texture.

Exports spherical panorama for camera stations.

Exports orthorectified images corresponding to
individual cameras.

Exports the images corresponding to the original
camerawith distortion or color correction applied.

Generates lenticular images for the current scene.
Imports camera positions and orientation data.

Imports marker projections.
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" Save"
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"Upload"
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"Download Project..."
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" Download Photos..."
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"Download Photos..."
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" Export Points..."
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[新 テキスト] :"Points..."
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[旧 テキスト] :"Orthomosaic..."
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[新 テキスト] :"Orthomosaic..."
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"Export DEM..."
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[新 テキスト] :"and HTML formats."
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" Export Cameras..."
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"Export Cameras..."
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" Export Markers..."
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"Export Markers..."
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[旧 テキスト] :"Masks..."

[新 テキスト] :"Reference"



比較 : 置換�

テキスト

[旧 テキスト] :"Shapes..."

[新 テキスト] :"Masks..."
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テキスト

[旧 テキスト] :"Texture..."

[新 テキスト] :"Shapes..."
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テキスト

[旧 テキスト] :"Panorama..."

[新 テキスト] :"Texture..."
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[新 テキスト] :"Panorama..."
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Graphical-user-interface

FileMenu

Import Masks...

Import Shapes...

Import Points...
Import Modd!...

Import Texture...

Import Tiled Model...

Import DEM...

Import Orthomosaic...

Import Video...

Upload Data...

Exit
Edit Menu

“) Undo

" Add selection

| Subtract selection

! Invert Selection
Invert Selection
Grow Selection
Shrink Selection

:’{ Delete Selection

tf- Crop-Selection
nvert Mask

Pt Reset- mask

ﬁL Rotate right

4
:Ju Rotate teft

Imports masks or creates mask from model or
background.

Imports shapes to be used for editing or
measurements.

Imports pointsin aform of the dense point cloud.
Imports polygona mesh model.

Imports texture and appliesit to the current model.
Imports tiled model.

Imports digital elevation model.

Imports orthomosaic.

Imports video in aform of frame sequence and
saves the extracted frames as images.

Uploads generated products (points, textured mesh
models, tiled models, orthomosaics or digital
elevation models) to one of the supported web-
Sites.

Closes the application window.

Undo the last editing operation.

Redo the previously undone editing operation.
Adds current selection to the mask.

Subtracts current selection from the mask.

Inverts current selection for the photo.

Inverts current selection of faces/ points/ cameras.
Grows current selection of mesh faces.

Shrinks current selection of mesh faces.

Removes selected faces from the mesh or selected
points from the point cloud.

Crops selected faces/ points.
Inverts mask for the current photo.
Resets mask for the current photo.
Rotates the photo clockwise.

Rotates the photo counterclockwise.
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テキスト

[旧 テキスト] :"File Menu"

[新 テキスト] :"Imports reference data."
次の テキスト 属性は変更されました : 
   フォント
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" Import"
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"Enable or disable snap type (Axis, Vertex, Edge,2D snap)."
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"Graphical user interfaceEdit Menu"
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"SelectionCrop"
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"Invert MaskReset maskRotate rightRotate left"
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" Reset mask"
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View Menu
£, 7oom In
‘=L Zoom Out

*
*2* Reset View
Capture view

L Workspace
@ Timeline
@ Animation
|]37 Reference
Photos
El Console
= Jobs

Toolbar

Full Screen

Wor kflow Menu

Add Photos...
@ Add Folder...

Align Photos...
Build Dense Cloud...
Build Mesh...

Build Texture:
Build Tiled Modél...
Build DEM...

Build Orthomosaic...
Align Chunks...
Merge Chunks...

Batch Process...

Increases magnification in the active view mode.
Decreases magnification in the active view mode.

Resets the viewport to display the complete model
or photo.

Saves screenshot of current view of the project
(Model/Ortho/Photo)

Shows or hides Workspace pane.
Shows or hides Timeline pane.
Shows or hides Animation pane.
Shows or hides Reference pane.
Shows or hides Photos pane.
Shows or hides Console pane.
Shows or hides Jobs pane.
Shows or hides Toolbar.

Switches to or from Full Screen mode.

L oads additional photos to be processed by
M etashape.

L oads additional photos from folders to be
processed by M etashape.

Estimates camera positions and sparse point cloud.
Generates dense point cloud.

Generates polygonal mesh model.

Generates texture map for the mesh model.
Generates tiled textured model.

Generates digital elevation model.

Generates orthomosaic.

Aligns multiple chunks.

Merges multiple chunks into the single chunk.

Opens Batch Process dialog box.
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比較 : 削除�

テキスト

"Graphical user interfaceBuild Texture..."
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この テキスト は、新文書の 159 ページに移動しました
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Graphical user interface

Model Menu
“I' Navigation

r—1
L-. Rectangle Selection

..+ Circle Selection

':_g Free-form Selection

Gradual selection...

o Draw Point
A Draw Polyline

'_ Draw Polygon

5‘6} Ruler

& Move Object
ﬁfﬁ Rotate Object
i.': Scale Object
Reset Transform
P Move region
62’ Rotate Region
Resizefregion

Reset Region
12 show amieras

Show Thumbnails

" Show Shapes
|]ﬂ:' Show Markers
FI” Show Labels

Show Images
D Lock Image

Show Region

Switches to navigation mode.

Rectangle selection tool for the elements of the
Model view.

Circle selection tool for the elements of the Model
view.

Free-form selection tool for the elements of the
Model view.

Selects faces / points based on the specified
criterion.

Switches to the 3D point drawing tool.
Switches to the 3D polyline drawing tool.
Switches to the 3D polygon drawing tool.

Switches to 3D coordinate and linear distance
measurement tool.

Switches to object movement tool.

Switches to object rotation tool.

Switches to object scaling tool.

Resets the transformations applied to the object.
Switches to volume movement tool.

Switches to volume rotation tool.

Switches to volume resize tool.

Resets the transformations applied to the volume to
default.

Displays or hides camera positions estimated
during image alignment.

Displays or hides image thumbnails in the camera
placeholders.

Displays or hides shapes.
Displays or hides marker positions.
Displays or hides item labels.

Switches stereographic image overlay mode on/
off.

Locks current image in stereographic image
overlay mode.

Displays or hides region selector.
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[新 テキスト] :"Basemap"



比較 : 挿入�

テキスト
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"Graphical user interface"
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"Model Menu"
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" Show Cameras"
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"Displays or hides"



比較 : 挿入�

テキスト

" Show Thumbnails"
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" Show Shapes"
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" Show Markers"
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" Show Labels"
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" Show Images"
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Graphical-user-interface

Model Menu
ER Show Animation
Show Trackball

@ Show Info

F] show Grid
Show All
Hide All

oo i
oo Point Cloud

QS Point Cloud Variance
Dense Cloud

Dense Cloud Confidence
#1 Dense Cloud Classes
4> Model Shaded

4> Mode solid
<l> Modd Wireframe
J’ Model Textured

{,. Model Confidence

Tiled Model Textured

4 Tiled Model Solid

Tiled Model Wireframe

Perspective/Orthographic
Stereo Mode

Predefined views

Navigation Mode

Displays or hidesfregion'selector:
Displays or hides the trackball.

Displays or hides the auxiliary on-screen
information.

Displays or hides the grid.
Displays all elements at the same time.
Hides all elements.

Displays sparse point cloud reconstructed during
photo alignment.

Displays sparse point cloud colored by variance.
Displays dense point cloud.

Displays dense point cloud colored according to
the confidence values.

Displays dense point cloud colored according to
the point classes.

Displays 3D model in the shaded mode with
vertices colored with interpolated colors.

Displays 3D model in the solid mode.
Displays 3D model in the wireframe mode.
Displays 3D model in the textured mode.

Displays 3D model with vertices colored according
to the confidence values.

Displaystiled model with applied texture.

Displaystiled model without texture in the solid
model.

Displaystiled model in the wireframe mode.

Switches visualization view between Perspective
and Orthographic.

Enables or disables stereo view mode according to
the parameters specified in Preferences dialog.

Switches viewport to one of the predefined views.

Switches between Object and Terrain navigation
modes for the Model view window. Object
navigation mode allows for 3-axis rotation control,
while Terrain navigation mode restricts control to
2-axisrotation only, z-axis being kept vertical all
thetime.
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[新 テキスト] :"animation track."
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テキスト

" Show Aligned Chunks"
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"Displays all enabled aligned chunks in projectworkspace."
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"Graphical user interface"
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[新 テキスト] :"Photo Menu"
次の テキスト 属性は変更されました : 
   フォント





Graphical-user-interface

Photo Menu

“I' Navigation

P Rectangle Selection

& Intelligent Scissors
% Intelligent Paint

N Magic Wand

" Draw Point

A Draw Polyline

o

"/ Draw Pol ygon

& Ruler

Open Next Photo

Open Previous Photo
Go To Next Marker
Go To Previous Marker

Show Masks

=1 show Depth Maps

2 Show Shapes
% show Markers

Show Marker Residuals
E0 Show Labels

oo X
oo Show Points

Show Point Residuals
Show All

Hide All

Ortho Menu

¥ Navigation

r—-

L_. Rectangle Selection

Switches to navigation mode.

Rectangle selection tool.

Intelligent Scissors selection tool.
Intelligent Paint selection tool.

Magic Wand selection tool.

Switches to the 3D point drawing tool.
Switches to the 3D polyline drawing tool.
Switches to the 3D polygon drawing tool.

Switches to 3D coordinate and linear distance
measurement tool.

Opens next photo from the list in the Photos pane.

Opens previous photo from the list in the Photos
pane.

Zooms to the next marker projection on the opened
photo.

Zooms to the previous marker projection on the
opened photo.

Turns mask shading on or off.

Displays or hides the depth maps overlay.
Displays or hides shapes.

Displays or hides markers.

Displays or hides the residuals of each marker.
Displays or hides item labels.

Displays or hides tie point projections used for the
camera alignment.

Displays or hides the residuals of each point.
Displays all elements at the same time.

Hides all elements.

Switches to navigation mode.

Rectangle selection tool for the elements of the
Ortho view.
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"Graphical user interface"
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テキスト

"Displays or hides intensity map overlay for thelaser scans.155"



比較 : 挿入�
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"Graphical user interface"
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" Show"
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Ortho Menu
.7 Circle Selection

':_g Free-form-Selection

¥ Draw Point
A DPraw-Pelyline
" braw-Pol ygon

“ Draw Patch

& Ruler

=]
=] Show Seamlines

- show Cameras

% Show Markers
2 Show-Shapes
L Show Labels
Show Al
Hide AH
 pEMm
Orthomosaic
[#] Hilishading

ToolsMenu
Detect Markers:
Detect Fiducials:-
Print Markers:-:

Track Markers...
Attach-Markers
Refine Markers

Buitd-Point Cloud.:-:

Circle selection tool for the elements of the Ortho
view.

Free-form selection tool for the elements of the
Ortho view.

Switches to the 2D point drawing tool.
Switches to the 2D polyline drawing tool.
Switches to the 2D polygon drawing tool.
Switches to the patch drawing tool.

Switches to coordinate and linear distance
measurement too|.

Displays or hides orthomosaic seamlines.

Displays or hides camera positions according
to the estimated location for aligned cameras or
reference coordinates for not aligned cameras.

Displays or hides marker positions.
Displays or hides shapes.

Displays or hides item labels.
Displays all elements at the sametime.
Hides all elements.

Switches to the digital elevation model display
mode.

Switches to the orthomosaic display mode.

Enables or disables hillshading mode of digital
elevation mode visualization.

Creates markers from coded targets on photos.
Detects fiducial marks on the images.
Generates printable PDF file with coded targets.

Tracks marker locations across the frame
sequence.

Enables or disables the mode where every newly
drawn shape has markers attached to its vertices.

Enables or disables automatic marker projection
refinement based on the image content.

Builds sparse point cloud based on the estimated
camera parameters available.
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"Free-form SelectionDraw PointDraw PolylineDraw PolygonDraw PatchRulerShow SeamlinesShow CamerasShow MarkersShow ShapesShow LabelsShow AllHide AllDEMOrthomosaicHillshadingTools Menu Detect Markers...Detect Fiducials...Print Markers...Track Markers...Attach MarkersRefine MarkersBuild Point Cloud..."
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" Draw Point"
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" Draw Polyline"
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" Draw Polygon"
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" Draw Patch"
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テキスト

" Ruler"
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" Show Basemap"



比較 : 挿入�

テキスト

"Displays or hides basemap (map and satellite)."
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テキスト

" Show Seamlines"



比較 : 挿入�

テキスト

" Show Cameras"
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テキスト

" Show Markers"



比較 : 挿入�

テキスト

" Show Shapes"



比較 : 挿入�

テキスト

" Show Labels"
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テキスト

" Show All"



比較 : 挿入�

テキスト

" Hide All"



比較 : 挿入�

テキスト
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テキスト

"Graphical user interface"
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テキスト

" DEM"



比較 : 挿入�

テキスト

" Orthomosaic"
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テキスト

" Hillshading"
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テキスト

"Tools Menu"
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" Detect Markers..."
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テキスト

" Detect Fiducials..."



比較 : 挿入�

テキスト

" Print Markers..."
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テキスト

" Track Markers..."
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テキスト

" Attach Markers"
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テキスト

" Refine Markers"
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テキスト

" Build Point Cloud..."
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ToolsMenu

Thin Point Cloud...

View Matches...

Filter Dense Cloud...

Colorize Dense Cloud...

Invert Point Normals...

Classify Ground Points...

Classify Paints...

Assign Class...

Reset Classification...

Select Points by Masks...
Select Points by Color...

Select Points by Shapes...

Filter By Class
Filter By Confidence
Filter By Selection

Reset Filter

Compact Dense Cloud...

Restore Dense Cloud...
Update Dense Cloud...

Refine Mesh...
Decimate Mesh...

Smooth Mesh...

Thins sparse point cloud by reducing the number
of projections on the individual photos to the given
limit.

Displays View Matches dialog for visual
representation of the common tie points between
the image pairs.

Decimates the dense point cloud according to the
user-defined point spacing distance.

Applies colors to the dense cloud points basing on
source images or orthomosaic.

Inverts normals for the selected points of the dense
cloud.

Classifies dense point cloud based on the user
defined settings.

Automatically classifies dense point cloud to the
supported classes.

Assigns classto the selected points.

Resets assigned classes for the selected point
classes.

Selects dense cloud points according to the masks
of the selected images.

Selects dense cloud points according to the color
and tolerance.

Selects dense cloud points according to the
selected shapes.

Filters the points in the dense cloud according to
the selected classes.

Filters the points in the dense cloud according to
the calculated confidence value.

Filters the points in the dense cloud according to
the selected points.

Resets all applied dense cloud filters.
Permanently removes all deleted points from the
dense cloud.

Restores all deleted points of the dense cloud that
were once marked as removed.

Updates statistics of the dense cloud, including
point numbers and assigned classes.

Starts photoconsistent mesh refinement operation.
Decimates mesh to the target face count.

Smooths mesh.
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ToolsMenu
Close Holes...

Colorize Vertices...

Remove Lighting...
View Mesh Statistics...
View Mesh UVs...

Measure Areaand Volume...
Filter By Selection

Reset Filter

Transform DEM...

Update Orthomosaic

Reset Orthomosaic
X Remove Orthophotos
Generate Seamlines

Calibrate Lens...
Show Chessboard...
82 Camera Calibration...

& Optimize Cameras...

Calibrate Reflectance...
Calibrate Colors...

Set Primary Channel...

Set Brightness...
Set Raster Transform...

Generate Contours...

Closes holes on the model surface.

Applies colors to the mesh vertices basing on
source images, orthomosaic or point cloud.

Starts the delighting operation for mesh texture.
Collects and displays mesh statistics.

Displays mesh UV mapping.

Displays surface area and volume of the polygonal

model.

Filters the faces of the polygona model according
to the selected points.

Resets al applied mesh filters.

Displays digital elevation model transformation
dialog.

Applies al the manual edits to the orthomosaic.

Resets all applied edits to default orthomosaic
stitching.

Removes individualy orthorectified images from
the project contents.

Creates the shape layer with the polygonal shapes
as copies of the orthomosaic patches.

Displays lens calibration dial og.
Displays the calibration board on screen.
Displays camera calibration dialog box.

Starts the optimization of exterior and interior
parameters of the aligned cameras.

Displays reflectance calibration dialog for precise
radiometric calibration of multispectral data based
on reflectance panel and sun sensor data.

Displays the color correction dialog for the
brightness and white balance compensation of the
images.

Displays the primary channel selection dialog.

Adjustsimage brightness and contrast for more
convenient display.

Displays Raster Calculator dialog for NDVI and
other vegetation indices calculation.

Generates contours based on DEM according
to the elevation levels or based on Orthomosaic
according to the vegetation index values.

139



比較 : 削除�

テキスト

"Graphical user interface"



比較 : 削除�

テキスト

"Tools Menu"



比較 : 挿入�

テキスト

" Resize texture..."



比較 : 挿入�

テキスト

"Starts resize texture operation for mesh."



比較 : 挿入�

テキスト

"158"



比較 : 挿入�

テキスト

"Graphical user interface"



比較 : 挿入�

テキスト

"Tools Menu"



比較 : 削除�

テキスト

"139"





Graphical-user-interface

ToolsMenu

Plan Mission...

Reduce Overlap...

Survey Statigtics...
4% Run Script...

'&% Preferences...

Help Menu
“%” Contents

Check for Updates...

Activate Product...

]

& About Metashape...

Toolbar buttons

General commands
D New
Open
H Save
3D view commands
“} Undo
™ Redo
¥ Navigation

r—1
L_. Rectangle Selection
.7 Circle Selection

';_i Free-Form Selection
Reset Selection

L3y overegion

Creates mission plan based on available mesh
model.

Reduces the number of enabled camerasin the
active project to optimize the coverage in case of
excessive overlap.

Displays the survey statistics dialog in aform of
interactive report.

Displays Run Script dialog box for Python script
execution.

Displays preferences dialog box.

Displays help contents.

Checks if Metashape update is available for
download.

Displays the activation dialog for activation /
deactivation of the product using the activation key
or borrowing / returning borrowed floating license
to the license senvers

Displays program information, version number and
copyright.

Creates anew Metashape project file.
Opens a Metashape project file.

Saves a Metashape project file.

Undo the last editing operation.

Redo the previously undone editing operation.
Navigation tool.

Rectangle selection tool.

Circle selection tool.

Free-form selection tool.

Resets current selection.

Volume translation tool.
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3D view commands

Resize region

82’ Rotate Region
Reset Region

& Move Object

"-:f_é" Rotate Object

-i.': Scale Object
Reset Transform

4 Draw Point

A Draw Polyline

"/ Draw Polygon

349 Ruler

X Delete Selection

tf- Crop Selection

3D view settings
#, Zoom In

R Zoom Out
+ie Reset View

88 Point Cloud

23 Point Cloud Variance

.

oot Dense Cloud

o

aae Dense Cloud Confidence
#1 Dense Cloud Classes
4> Mode Shaded

4> Model Solid
<l> Mode Wireframe

{»' Model Confidence

Volume resize tool.

Volume rotation tool.

Resets region according to the actual point cloud.
Model translation tool.

Model rotation tool.

Model resize tool.

Resets all transformations applied to the model.
Switches to the 3D point drawing tool.

Switches to the 3D polyline drawing tool.
Switches to the 3D polygon drawing tool.

3D coordinate and linear distance measurement
tool.

Removes selected faces / points.

Crops selected faces/ points.

Increases magnification.
Decreases magnification.
Resets model view.

Displays sparse point cloud reconstructed during
image alignment.

Displays sparse point cloud colored by variance.
Displays dense point cloud model.
Displays dense point cloud colored according to

the confidence values.

Displays dense point cloud colored according to
the point classes.

Displays 3D modé in the shaded mode with
vertices colored with interpolated colors.

Displays 3D model in the solid mode.
Displays 3D model in the wireframe mode.

Displays 3D model with vertices colored according
to the confidence values.
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3D view settings

& Model Textured
Diffuse Map
Normal Map
Occlusion Map

H¥ Tiled Model Textured

4 Tiled Model Solid

KE Tiled Model Wireframe

82 show Cameras
Show Thumbnails

2 show Shapes
"Q7 Show Markers

Show Images

D Lock Images
= Show Aligned Chunks

Photo view commands
“J Undo

™ Redo

¥¥' Navigation

Ll Rectangle Selection

¢« Intelligent Scissors
% Intelligent Paint

S Magic Wand

N Magic Wand Options

Reset Selection
s Draw Point
A Draw Polyline

=

" Draw Polygon

Displays 3D modé in the textured mode.
Displays diffuse map for the textured mode.
Displays normal map for the textured mode.
Displays occlusion map the textured mode.
Displaystiled model with the applied texture.
Displaystiled model in the solid mode.
Displaystiled model in the wireframe mode.

Displays or hides camera positions, reconstructed
during image alignment.

Displays or hides image thumbnailsin the camera
placeholders.

Displays or hides 3D shapes.

Displays or hides positions of markers placed on
the model.

Displays or hides stereographic image overlay.

Locks current image in stereographic image
overlay mode.

Displays or hides enabled aligned chunks.

Undo the last mask editing operation.

Redo the previously undone mask editing
operation.

Switches to the navigation mode.

Rectangle selection tool.

Intelligent scissorstool.

Intelligent paint tool.

Magic wand tool.

Changing the parameters of the magic wand.
Resets current selection.

Switches to the 3D point drawing tool.
Switches to the 3D polyline drawing tool.

Switches to the 3D polygon drawing tool.
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Photo view commands

& s Brightness

2 Rotate Right

I Rotate Left

#, zoom In

Sl Zoom Out

"3 Reset View
Show Masks

=1 show Depth Maps

"Q7 Show Shapes
”Q‘_' Show Markers

Show Marker Residuals

aa Show Points

Show Point Residuals

Ortho view commands

“I' Navigation

P Rectangle Selection

! Circle Selection

3 Free-Form Selection
Reset Selection

4 Draw Point

A Draw Polyline

'/ Draw Pol ygon

7 Draw Patch

3D coordinate and linear distance measurement
tool.

Adds current selection to the mask.
Subtracts current selection from the mask.
Inverts current selection.

Adjustsimage brightness and contrast for more
convenient display.

Rotates the image clockwise.

Rotates the image counterclockwise.

Increases magnification.

Decreases magnification.

Resets the viewport to display the whole image.
Enables or disables the mask shading overlay.

Enables or disables the depth map overlay of the
selected level.

Displays or hides shapes on the current image.
Displays or hides marker projections.

Displays or hides residuals related to marker
projections.

Displays or hides tie point projections.

Displays or hides residuals related to tie point
projections.

Switches to the navigation mode.
Rectangle selection tool.

Circle selection tool.

Free-form selection tool.

Resets current selection.

Switches to the point drawing tool.
Switches to the polyline drawing tool.
Switches to the polygon drawing tool.

Switches to the patch drawing tool.
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Graphical-user-interface

Ortho view commands

& Ruler 2D linear distance measurement tool.
Switches to the digital elevation model display
mode.

Enables or disables hillshading mode of digital
€elevation mode visualization.

% bEM
& Hillshading mode

Orthomosaic Switches to the orthomosaic display mode.
Adjusts image brightness and contrast for more
convenient display.

Displays Raster Calculator dialog for NDVI and
other vegetation indices calculation.

& st Brightness

24 Set Raster Transform

EE Update Orthomosaic Appliesall the manual editsto the orthomosaic.

#, Z0omin Icglrcirh%aﬁle magnification of theimage in the
=L Z00mOut Decreasgs the magnification of theimage in the
Ortho view.
. . .
*3* Reset View Resets the viewport to display the complete

orthomosaic or DEM.

Displays or hides basemap in aform of satellite or

e
B Show-Baserrap vector map.

1 show Seamilines Displays or hides orthomosaic seamlines.

Displays or hides camera positions according
to the estimated location for aligned cameras or
reference coordinates for not aligned cameras.

- show Cameras

[F Show VIBHErs Displays or hides marker positions.

] Show- Shapes Displays or hides shapes.

Hot keys

For convenient operation in the Metashapeit is possible to use Hot keys. Below isalist of default hot keys
that can be customized in the Preferences dialog. Select the Customize button at the Shortcuts menu item.

General
Create new project Ctrl +N
Save project Ctrl +S
Open project Ctrl +O
Run Script Ctrl +R
Full Screen F11
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Model View

Undo (only for Delete, Assign Class/ Classify
Ground Points,Masking and Close Holes
operations)

Redo (only for Delete, Assign Class/ Classify
Ground Points,Masking and Close Holes
operations)

Switch between navigation and any other
previously selected mode

Zoom In

Zoom Out

Reset view

Switch to stereoview mode

Switch between orthographic and perspective view

modes
Change the angle for perspective view

Assign dense cloud class (only if some points are
selected)

Predefined Views
Top

Bottom
Right

Left

Front

Back

Rotate View
Rotate Up
Rotate Down
Rotate Left
Rotate Right

Photo View

Next photo (according to Photos pane order)
Previous photo (according to Photos pane order)
Go to the next marker on the same photo

Go to the previous marker on the same photo
Navigation mode

Selection Tools

Rectangle selection

Intelligent scissors

Intelligent paint

Ctrl +Z

Ctrl +Y

Space

Ctrl + +
Ctrl + -
0
9
5

Ctrl + mouse whese
Ctrl + Shift+ C

7
Ctrl +7
3
Ctrl +3
1
Ctrl +1

o A~ N ©

Page Up
Page Down
Tab

Shift + Tab
Y

M

—
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Selection Tools
Magic wand

Add selection
Subtract selection
Invert selection

W

Ctrl + Shift + A
Ctrl + Shift +S
Ctrl + Shift + 1
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Images

Input formats

JPG

THF

PNG

BMP

OpenEXR

JPEG-2000

TARGA

Digital Negative (DNG)
Portable Bit Map (PGM, PPM)
Multi-Picture Object (MPO)
Norpix Sequence (SEQ)
AscTec Thermal Images (ARA)

Camera calibration

Import formats

Agisoft Camera Calibration (*.xml)
Australis Camera Parameters (*.txt)
Australisv.7 Camera Parameters (*.txt)
PhotoModeler Camera Calibration (*.ini)
3DM CaibCam Camera Parameters (* .txt)
Ca Cam Camera Calibration (*.cal)
Inpho Camera Calibration (*.txt)

USGS Camera Calibration (*.txt)

Pix4D Camera Calibration (*.cam)
OpenCV Camera Calibration (*.xml)

Z/| Distortion Grid (*.dat)

Camera flight log

Input format

Agisoft XML (*xml)
Character-separated values (*.txt, *.csv)
EXIF meta data

Appendix B. Supported formats

Undistort formats
IPG

TIFF

PNG

BMP

OpenEXR

JPEG 2000

Export formats

Agisoft Camera Calibration (*.xml)
Australis Camera Parameters (*.txt)
Australisv.7 Camera Parameters (*.txt)
PhotoModeler Camera Calibration (*.ini)
3DM CalibCam Camera Parameters (* .txt)
Ca Cam Camera Calibration (*.cal)
Inpho Camera Calibration (*.txt)

USGS Camera Calibration (*.txt)

Pix4D Camera Calibration (*.cam)
OpenCV Camera Calibration (*.xml)

Z/| Distortion Grid (*.dat)

Estimated positions
Agisoft XML (*xml)
Character-separated values (* .txt)
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Supported formats

GCP

Input format Estimated positions
MAVinci CSV (*.csv)

APM/PixHawk Log (*.log)

C-Astral Bramor log (*.log)

TopoAxistelemetry (*.tel)

locations

Hput-format Estimated-positions
Character-separated values (*.txt, *.csv) Character-separated values (* .txt)
Agisoft XML (*.xml) Agisoft XML (*.xml)

Interior and exterior camera orientation

parameters

Import camera positions Export camera positions

Agisoft XML (*.xml) Agisoft XML (*.xml)

Autodesk FBX (*.fbx) Autodesk FBX (*.fbx)

Alembic (*.abc) Alembic (*.abc)

Realviz RZML (*.rzml) Realviz RZML (*.rzml)

Bundler (*.out) Bundler (*.out)

Inpho Project File (*.prj) Inpho Project File (*.prj)

BINGO (*.dat) BINGO ExteriorOrientation’(* .dat)

Blocks Exchange (*.xml) Blocks Exchange (*.xml)

VisionMap Detailed Report (*.txt) Boujou (*.txt)
PATB-Exterior-Orientation-(*-ptb)
CHAN files (*.chan)
ORIMA (*.txt)
AeroSys Exterior Orientation (*.orn)
Summit Evolution Project (*.smtxml)
Omega Phi Kappa (* .txt)

Tie points
Import tie points Export tie points
Bundler (*.out) Bundler (*.out)

BINGO (*.dat)

ORIMA (*.txt)

PATB (*.ptb)

Summit Evolution Project (*.smtxml)
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Supported formats

Import tie points

Import formats
Wavefront OBJ (*.obj)
Stanford PLY (*.ply)
ASCII PTS (*.pts)
ASPRSLAS (*.las)
LAZ (*.laz)

ASTM E57 (*.e57)
Point Cloud Data (*.pcd)

Mesh model

Import mesh

Wavefront OBJ (*.obj)
3DS models (*.3ds)
COLLADA (*.dae)
Stanford PLY (*.ply)
Alembic (*.abc)

STL models (*.stl)
OpenCTM models (*.ctm)
Universal 3D models (*.u3d)
Autodesk FBX (*.fbx)
Autodesk DXF (*.dxf)

Sparse/dense point cloud

Export tie points
Blocks Exchange (*.xml)

Export formats
Wavefront OBJ (*.obj)
Stanford PLY (*.ply)
ASCII PTS (*.pts)
ASPRSLAS (*.las)
LAZ (*.laz)

ASTM E57 (*.e57)
Point Cloud Data (*.pcd)
XYZ Point Cloud (*.txt)
Cesium 3D Tiles (*.zip)
Universal 3D (*.u3d)
Autodesk DXF (*.dxf)
potree (*.zip)

Agisoft OC3 (*.oc3)
Topcon CL3 (*.cl3)
Adobe 3D PDF (*.pdf)

Export mesh

Wavefront OBJ (*.obj)

3DS models (*.3ds)
COLLADA (*.dae)

Stanford PLY (*.ply)

Alembic (*.abc)

STL models (*.stl)

VRML models (*.wrl)
Universal 3D models (*.u3d)
Autodesk FBX (*.fbx)
Autodesk DXF Polyline (*.dxf)
Autodesk DXF 3DFace (*.dxf)
Binary gITF (*.glb)

X3D models (*.x3d)
OpenSceneGraph (*.osgb)
Google Earth KMZ (*.kmz)
Adobe PDF (*.pdf)
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Supported-formats

Texture maps

Import texture

JPG

TIFF

PNG

BMP

TARGA

JPEG 2000
OpenEXR

Portable Bit Map
Digital negative
Multi-Picture Object
Norpix Sequence File
AscTec Thermal Images

Orthomosaic

Import orthomosaic
GeoTIFF Raster Data

Export-texture
JPG

THF

PNG

BMP

TARGA

JPEG 2000
OpenEXR

Expert-orthomosaic
GeoTIFF

JPG

JPEG 2000

PNG

BMP

Google Earth KML/KMZ
Google Map Tiles
MBTiles

World Wind Tiles
Tiled Map Service Tiles

Digital elevation model (DSM/DTM)

Import DEM

TIFF/GeoTIFF elevation (*.tif)

Export DEM

TIFF/GeoTIFF elevation (*.tif)
Arc/Info ASCII Grid (*.asc)

Band interleaved file format (*.bil)
XYZ (* .xyz)

Sputnik KMZ (*.kmz)

Google Map Tiles (*.zip)

MBTiles (*.mbtiles)

World Wind Tiles (*.zip)
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tmport-BDEM

Tiled models

Import tiled model

Aqgisoft Tiled Model (*.tls)

Shapes and contours

Import shapes
Shape Files (*.shp)
DXF Files (*.dxf)
KML files (*.kml)
KMZ files (*.kmz)

GeoJSON files (*.geojson)

Video

Import video
AVI (*.avi)
Flash video(*.flv)
MOV (*.mov)
MPEG-4 (*.mp4)
WMV (*.wmv)

Expert DEM
Tile Map Service Tiles (*.zip)

Export tiled model

Aqgisoft Tiled Model (*.tls)
Cesium 3D Tiles (*.zip)
Scene Layer Package (*.9lpk)
PhotoMesh Layer (*.zip)
OpenSceneGraph (*:0sgb)
Agisoft Tile Archive (*.zip)

Export shapes/contours
Shape Files (*.shp)

DXF Files (*.dxf)

KML Files (*.kml)

KMZ Files (*.kmz)
GeoJSON files (*.geojson)

Export video
AVI (*.avi)
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"ASTM E57 (*.e57)"
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Appendix C. Camera models

Agisoft Metashape supports several parametric lensdistortion models. Specific model which approximates
best a real distortion field must be selected before processing. All models assume a centra projection
camera. Non-linear distortions are modeled using Brown's distortion model.

A cameramodel specifiesthe transformation from point coordinatesin thelocal camera coordinate system
to the pixel coordinatesin the image frame.

Thelocal camera coordinate system has origin at the camera projection center. The Z axis points towards
the viewing direction, X axis pointsto theright, Y axis points down.

The image coordinate system has origin @tthe topileftiimage pixel; with'the'centeriof the topileftipixel
having'coordinates (0.5, @:5):The X axis in the image coordinate system pointsto theright, Y axis points
down. Image coordinates are measured in pixels.

Equations used to project a pointsin the local camera coordinate system to the image plane are provided
below for each supported camera model.

The following definitions are used in the equations:

(X,Y, Z) - point coordinatesin the local camera coordinate system,

(u, v) - projected point coordinates in the image coordinate system (in pixels),
f - focal (length;

Cx, Gy - principal point offset;

K1, Ko, K3, K4 - radial distortion(coefficients;

Py, P, - tangential distortion(coefficients;

B, B; - affinity and non-orthogonality (skew) Coefficients;

w, h - image width and heightinpixels:

Frame cameras

x=X/Z

y=Y/Z

r = sgrt(x? + y?)

X' = X(L+ Kqr? + Kor® + Kar® + Kar®) + (P(r2+2x) + 2Pxxy)
Y =Y(L+ Ky + Ko + Kar® + Kgr®) + (P(r2+2y?) + 2Pyxy)
u=w*05+¢c+xf+xB1+yB>

v=h*05+c, +yf

Fisheye cameras

XOZX/Z
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Cameramodels

y0:Y/Z

ro =8OR’ + Yo?)

X=Xg* tan'lrol o

y=yo* tan'rg/ 1o

r = sgrt(x? + y?)

X' =x(1+K 1%+ Kor® + Kar® + K4r8) + (Pl(r2+2x2) + 2Poxy)

y' = y(L+ Kar? + Ko + Kar® + Kgr®) + (Po(r+2y?) + 2Pyxy)

u=w*05+¢c+xT+xB1+yB>

v=h*05+c, +yf

Spherical cameras (equirectangular projection)

u=w* 05+f* tan(X / Z)

v=h*05+f* tan (Y / sgrt(X? + Z2)

where:

f=w/(2* pi)

£

Note

» Spherica (equirectangular) camera model doesn't support distortions. All distortions should be
corrected before loading images in Metashape.

* In case you are capturing panoramas with a rotated frame/fisheye camera, we recommend to
process original images in Metashape using camera station function instead of stitching themin
external software.

Spherical cameras (cylindrical projection)

u=w* 05+f* tan(X / Z)

v=h*05+f*Y/syt(X?+ Z?

where:

f=w/(2* pi)

£

Note

» Spherica (cylindrical) camera model doesn't support distortions. All distortions should be
corrected before loading images in Metashape.

* In case you are capturing panoramas with a rotated frame/fisheye camera, we recommend to
process original images in Metashape using camera station function instead of stitching them in
external software.
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"Appendix D. What do some errormessages in Metashape mean?In some cases warning or error messages may be displayed after unexpected termination of the processingoperation in Metashape. Below is the list of some messages which could be encountered and our commentson the possible origins of the issue together with the recommendations for resolving the problem.Empty extent-Bounding boxis misplaced during Build Tiled Modelor Build Orthomosaicoperationand doesn't contain any information or all the cameras for the related area are disabled.Empty camera list - no cameras are pointing to the area of the orthomosaic generation.Empty frame path-the selected operation (for example, import DEM) requires the project to besaved in PSX format.Empty surface- Bounding box is misplaced during Build Meshoperation and doesn't contain anyinformation.Index Overflow- usually such a message is observed when the Arbitrary mesh generation method isused based on a very big dense point cloud. To reduce the number of points you can use Filter DenseCloudoption in the Toolsmenu or shrink the bounding box to the smaller volume using Region-related instruments in the Model view mode.Null dense point cloud- missing dense cloud for the operation based on it (like mesh generation orclassification).Null model - missing mesh model for the operation based on it (like mesh decimation).Null point cloud - missing sparse cloud for the operation based on it (like mesh generation).Media resource couldn't be resolved- indicates that some video codecs are missing in the system,so we can suggest to install "K-lite Codec pack" or similar in order to guarantee the Import Videooperation. Note that you do not need to install any auxiliary utilities in addition to the codecsthemselves.Some photos failed to align- the message indicates that some images were not aligned as a resultof the adjustment process. This may be due to poor image quality or insufficient overlap. We canrecommend you try to select images in the Workspacepane and select Align Selected Camerascommand from the context menu.Zero resolution-Bounding boxis misplaced prior to the Build Dense Cloudoperation and doesn'tcontain any information (almost no tie points are present in the bounding box and therefore no depthmaps can be generated).175"





